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PERSPECTIVES

        D
espite redundancy in the 

genetic code ( 1), the choice 

of codons used is highly 

biased in some proteins, suggesting 

that additional constraints operate 

in certain protein-coding regions of 

the genome. This suggests that the 

preference for particular codons, 

and therefore amino acids in spe-

cifi c regions of the protein, is often 

determined by factors unrelated to 

protein structure or function ( 2,  3). 

On page 1367 in this issue, Ster-

gachis et al. ( 4) reveal that tran-

scription factors bind within pro-

tein-coding regions (in addition 

to nearby noncoding regions) in 

a large number of human genes. 

Thus, a transcription factor “bind-

ing code” may influence codon 

choice and, consequently, protein 

evolution. This “binding” code 

joins other “regulatory” codes that 

govern chromatin organization ( 3), 

enhancers ( 5,  6), mRNA structure 

( 7), mRNA splicing ( 3), microRNA 

target sites ( 6,  8), translational effi -

ciency ( 9), and cotranslational fold-

ing ( 10), all of which have been pro-

posed to constrain codon choice, 

and thus protein evolution (see the 

fi gure).

How widespread is the phenom-

enon of “regulatory” codes that 

overlap the genetic code, and how do they 

constrain the evolution of protein sequences? 

Stergachis et al. address these questions 

for the transcription factor–binding regu-

latory code. They use deoxyribonuclease 

I (DNase I) footprinting to map transcrip-

tion factor occupancy (a protein bound to 

DNA can protect that region from enzymatic 

cleavage) at nucleotide resolution across the 

human genome in 81 diverse cell types. The 

authors determined that ~14% of the codons 

within 86.9% of human genes are occupied 

by transcription factors. Such regions, called 

“duons,” therefore encode two types of infor-

mation: one that is interpreted by the genetic 

code to make proteins and the other, by the 

transcription factor–binding regulatory code 

to infl uence gene expression. This require-

ment for transcription factors to bind within 

protein-coding regions of the genome has 

led to a considerable bias in codon usage and 

choice of amino acids, in a manner that is 

constrained by the binding motif of each tran-

scription factor.

To investigate whether single-nucleo-

tide variants within duons affect transcrip-

tion factor binding, Stergachis et al. mapped 

the known variants that are associated with 

a disease or a trait onto duons. Of those, 

17.4% quantitatively skew the allelic origins 

of DNA fragments protected from 

cleavage by DNase I in human 

cells, suggesting that such single-

nucleotide variants affect tran-

scription factor occupancy. They 

also determined that such vari-

ants are not biased toward whether 

they result in synonymous or non-

synonymous changes in the pro-

tein sequence. Intriguingly, a large 

fraction of the variants that result 

in a nonsynonymous change are 

predicted not to alter protein func-

tion. This indicates that some vari-

ants within duons might primarily 

affect transcription factor binding 

instead. This supports the emerg-

ing idea that single-nucleotide 

variants within protein-coding 

regions can lead to disease without 

affecting protein structure or func-

tion ( 11,  12). Thus, the whole spec-

trum of “regulatory” codes within 

protein-coding regions should be considered 

when assessing the impact of single-nucleo-

tide variants and interpreting disease muta-

tion data from exome sequencing (only the 

protein-coding regions of the genome) and 

cancer genome studies.

Do the regulatory codes harmoniously 

coexist? Evidence is emerging that there 

can be confl icts. For example, in the fruit fl y 

Drosophila melanogaster, there is a striking 

decrease in the use of codons that are opti-

mal for translation, but a rise in codons that 

enhance RNA splicing, toward the end of 

exons ( 13). This may indicate that the require-

ment for accurate RNA splicing has super-

seded that for optimal translation. Likewise, 

Stergachis et al. observed that the binding 
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Constraints due to transcription factor binding 

within protein-coding regions of the genome 

result in biased codon usage and amino acid 

choice.
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Constraining codes. Regulatory ele-
ments within protein-coding regions 
(such as transcription factor binding) can 
infl uence codon choice and amino acid 
preference that are independent of pro-
tein structure or function. Redundancy 
in the genetic code might facilitate the 
existence of multiple overlapping reg-
ulatory codes within protein-coding 
regions of the genome.
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motifs of transcription factors within protein-

coding genomic regions are selectively devoid 

of sequences that contain a stop codon.

What features might permit synergistic 

coexistence of the regulatory and genetic 

codes? One major constraint of protein-cod-

ing genes is the requirement for the encoded 

polypeptide segment to fold into a defi ned 

tertiary structure. It is possible that in regions 

where folding constraints are not present, 

such as in intrinsically disordered regions 

( 14), there might be increased tolerance for 

protein-coding genomic regions to harbor 

more regulatory elements that can be inter-

preted by different regulatory codes.

Stergachis et al. make a number of impor-

tant genome-scale observations, but sev-

eral mechanistic questions remain to be 

answered. For instance, although the authors 

report a weak tendency for transcription fac-

tors to preferentially bind to the protein-cod-

ing regions of highly expressed genes, it is 

unclear how the binding of a transcription 

factor within protein-coding regions mecha-

nistically infl uences the expression of a gene. 

Perhaps this type of binding might result in 

alternative promoters with different tran-

scriptional start sites or affect the expres-

sion of neighboring genes (by acting as a dis-

tal enhancer element, for example). It is also 

unclear whether binding of a transcription 

factor within a protein-coding region may not 

directly affect gene expression but instead 

determine the formation and maintenance of 

higher-order chromatin structure.

Future research will need to determine 

the number of overlapping codes that can be 

tolerated by the genetic code. There is also 

the question of possible trade-offs, in terms 

of maintaining regulation and functionality, 

that have been made to accommodate coex-

istence of codes and whether this can lead to 

nonoptimal or deleterious consequences. For 

instance, protein-coding regions that cannot 

tolerate mutations due to multiple overlap-

ping codes may be exploited by pathogens 

during host infection. The investigation of 

overlapping codes opens new vistas on the 

functional interpretation of variation in cod-

ing regions and makes it clear that the story 

of the genetic code has not yet run its course. 
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        B
rownian motion—the chaotic 

movement of colloidal parti-

cles that results from their col-

lisions with solvent molecules—con-

trols transport processes in systems as 

complex as the interior of living cells 

and as mundane as a fi lm of drying 

paint. In a simple solvent, if you mea-

sure the distance the colloid travels (its 

displacement) for a suffi ciently long 

time, the disorderly motion obeys a 

simple relation: The mean squared 

displacement (MSD) scales linearly 

with time. However, more recent stud-

ies of complex systems (e.g., concen-

trated solutions of proteins, polymers, 

or surfactants) revealed deviations from this 

classical behavior caused by local fl uctua-

tions in the composition and structure of the 

medium around the colloid ( 1– 3). Now, in a 

strikingly elegant study described on page 

1351 of this issue, Turiv et al. ( 4) unmask a 

new example of “anomalous diffusion” of 

colloids that involves a liquid crystal (LC), a 

liquid-like phase that has long-range orienta-

tional ordering. Fluctuations in the solvent-

molecule orientations cause MSDs of col-

loids to grow nonlinearly with time.

Research on LCs and colloidal diffu-

sion was pioneered by Planer ( 5) and Smo-

luchowski ( 6), both of whom worked at the 

University of Lviv, Ukraine, in the late 19th 

century. For many decades, the fi elds of col-

loid science and LCs evolved with only occa-

sional exchanges of ideas. That situation has 

changed during the past 20 years. For exam-

ple, LCs can mediate intercolloidal interac-

tions with strengths, ranges, and symmetries 

that result in exotic colloidal assemblies ( 7, 

 8). Emulsions with internal structures can be 
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its diffusion to deviate from classical 
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Chemical and Biological Engineering, University of Wiscon-
sin, Madison, WI 53706, USA. E-mail: abbott@engr.wisc.edu

Taking timely directions. 
The diffusion of a colloidal 
particle (gold) in a liquid 
crystalline solvent (blue) is 
depicted. The solvent mol-
ecules have a local average 
alignment. Turiv et al. show 
that dynamic fl uctuations in 
the alignment direction can 
transfer momentum to the 
colloid and cause the time 
dependence of its diffusion 
to deviate from classical 
Brownian motion.
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