
Unit IV: Other Interesting Topics
In this Unit, we will cover: 


I.      Cancer


II.     AIDS


III.   Genetic Engineering

I. Cancer

WWW Reading: Cancer Statistics (20-year trends)
     One person in five in the developed world will die of some form of cancer. For 25 years, cancer research has been among the top priorities of the biomedical research community in the United States. We have learned much about this disease and, in the process, about the function of normal cells. 

Focused Reading: 
p 342-3 "Cancer Cells..." stop at “Some cancers…”

     Cancer is defined as the presence of a malignant tumor in the body. A neoplasm or tumor is a relentlessly growing mass of abnormal cells that are dividing in defiance of normal restraints on growth. However, most tumors are benign, that is, all of the cells of the tumor remain in the tumor mass and do not invade other tissues. Benign tumors are not cancerous, but they can be life-threatening if they occur in places in the body from which they cannot be removed without causing serious damage (e.g. some places in the brain. Such tumors are said to be "inoperable.")  However, most benign tumors are not life threatening, and can be easily treated by surgical removal. 

     A tumor becomes malignant or cancerous when its cells invade the other tissue(s). Invasiveness usually implies that the cells of the tumor can break loose, travel to a new site in the body through the blood or lymph, and establish secondary tumors. Such a tumor has metastasized. The process of spreading is called metastasis and it is the hallmark of cancerous tumors. While benign and pre-metastatic cancerous tumors are relatively easy to cure by surgery or localized radiation or chemotherapy, metastasized tumors are very difficult to treat. Because cancer arises from a single cell that is growing out of control, in order to cure the metastasized cancer, every single cancerous cell in the body must be destroyed. This is virtually impossible in widely disseminated cancers. The type of cell that becomes cancerous defines the name of the cancer.

Focused Reading: 
p 695 "Tissues…"
stop at "Nervous tissue…"




p 695 Fig 40.2

     Animal tissues come in four varieties: 1) Epithelia lines the inside and outside surfaces of the body (e.g. skin, lungs, blood vessels, etc), and provides the bulk of functional cells in internal organs (e.g. endocrine glands, liver, pancreas, kidney).  Cancers of epithelial cells are called carcinomas. 2) Connective tissue is a very broad category of tissue, which includes blood, bone, cartilage, fat, tendons, ligaments, and the strong protein fibers that hold all the organs together. Cancers of the connective tissue cells are called sarcomas. Cancer of the white blood cells (the leukocytes) is called leukemia. 3) Muscle forms the mass of the skeletal muscles, creates the walls of blood vessels and internal organs (smooth muscle) and forms the wall of the heart (cardiac muscle). Cancers of muscle cells are also called sarcomas. 4) Nervous tissue forms the brain, spinal cord and nerves in the body. Cancers of the nervous system are called neuromas if they involve actual neurons, and gliomas if the involve the supporting cells of the nervous system. 

     While these terms define broad categories of cancer, each type of cancer has its own distinguishing name. For instance, basal cell carcinoma is a kind of skin cancer caused by the cancerous growth of a basal cell in the skin (an epithelial cell). Melanoma is a different form of skin cancer caused by the cancerous growth of a melanocyte, the pigment producing cells of the skin. Both types of cancers are carcinomas, but they have very different characteristics, the former being very easily treated and almost never fatal while the latter is much more life threatening. Most cancers (85%) are carcinomas, and, in fact, an agent that causes any type of cancer is said to be a carcinogen or to be carcinogenic. 

     Below you will find a list of some of the most prevalent cancers in the United States. Lung cancer has the distinction of having the highest incidence of any single cancer at over 150,000 new cases per year and the highest death rate at 87%. (Actually, this method of calculating the death rate understates the threat of this disease. Over 90% of lung cancer victims will die within one year of diagnosis.)  The other feature that distinguishes lung cancer is that, of all the cancers listed below it is by far the most preventable. The vast majority of lung cancer victims smoked cigarettes or lived with a heavy smoker. As in the case of AIDS, this sadly preventable disease continues to claim lives needlessly. Every year, lung cancer kills three times as many people as died in the Vietnam War. 

Cancer Statistics, US

	Site of Cancer
	New Cases in 2000
	Deaths in 2000
	# Male Deaths, 2000
	# Female Deaths, 2000

	Colon
	93,800
	47,700
	23,100
	24,600

	Lung and bronchus
	164,100
	156,900
	89,300
	67,600

	Pancreas
	28,300
	28,200
	13,700
	14,500

	Skin
	56,900
	9,600
	6,000
	3,600

	Breast
	184,200
	41,200
	400
	40,800

	Cervix
	12,800
	4,600
	xxx
	4,600

	Prostate
	180,400
	31,900
	31,900
	xxx

	Brain and other nervous system
	16,500
	13,000
	7,100
	5,900

	Lymphoma
	62,300
	27,500
	14,400
	13,100

	Leukemia
	30,800
	21,700
	21,100
	9,600


Adapted from: Greenlee, R.T., Murray, T., Bolden, S., Wingo, P.A.  CA Cancer J Clin 2000;50:7-33

To begin looking at what might cause cancer, here are a few things we know from simple observation:

1) Cancers tend to run in families. However, very few cancers exhibit Mendelian inheritance ratios   

indicating that most are heavily influenced by non-genetic factors.

2) Exposure to certain agents in the environment (certain chemicals and irradiation) is associated with the development of cancer. We call these agents carcinogens.

3) If we perform the Ames test for mutagenicity, we find that all carcinogens are mutagens. 


(However, not all mutagens contribute to the development of cancer.)

4)  Malignant cancer cells have at least two things wrong with them: 


1) They can't stop dividing; and 


2) They leave their normal tissue beds and take up residence in areas of the body that are  

          completely foreign to them.  

So, at a minimum, based on this information, we should be able to hypothesize that:

1) 
Cancer is caused, or enhanced, by changes in the DNA which may be 

a. inherited mutations (since predisposition for cancer runs in families); and/or
b. new mutations (since carcinogens cause mutations in the DNA)

2)
Cancerous cells have a defect in the molecule(s) that control communication about:

a. when to stop dividing; and 

b. in which tissue the cell should exist

     The genetic changes could be in the molecules that control communication. The mutations could be in genes that encode transcription factors needed to transcribe the genes that encode communication molecules. Keeping this in mind, let's look at what we know about the normal signals that control cell division in normal cells.

Focused Reading: 
p 157-9 
“Interphase…" stop at "Eukaryotic…"




p 158-9 fig 9.4 and 9.5

     Cell division is almost always studied by placing cells in tissue culture, an experimental approach that grows mammalian cells in a petri dish. Many types of animal (and plant) cells can be removed from an organism and, if provided with the right combination of nutrients, the right gas mixture, and the right kind of substrate to sit on they will not only live, they will also continue to divide. Lots of picky details insetting up the system but a great way to get at how a cell really works without dealing with an entire pesky organism! The tissue culture cells can then be treated in such a way that their cell cycles are synchronized. Normally, cells divide on their own inherent timetables, regardless of what their neighbors are doing. Having a culture of cells that are all at different stages in the cell cycle is not very helpful. In order to study the changes that occur in the cell as it moves from stage to stage, it is easier to look at a large population of cells in one stage (in one dish) and compare them to a large population of cells in a different stage (in a different dish). Certain drugs are used which arrest cell division at a given stage. As each cell enters this stage, it gets stuck there. Since the cell cycle is just that--a 'circle'-- no matter what stage a cell was in when you added the drug, sooner or later it will come around to the drug-blocked step and get stuck. Given enough time every cell in the petri dish will be ready and waiting, stuck at the drug block. By removing the drug, all the cells resume dividing, but now they are all starting at the same point and will be in synchrony.

     Why both getting synchronized cells? Here is an example of a kind of experiment you can do with them. Scientists hypothesized that a soluble factor in its cytoplasm stimulated cell to go past the G1-S boundary. This boundary is a step that commits the cell irreversibly to DNA synthesis and mitosis. (This point is also known as the restriction point or Go--get it a cell must pass 'go'). To test the hypothesis, they synchronized one dish of cells in G1 and another in S. They then mixed the cells together and caused them to fuse so that they ended up with giant “double cells”. This "double cell" has two nuclei with DNA in different stages of the cell cycle, but all of the cytoplasmic molecules have mixed together. Thus, after fusion, these two sets of chromosomes receive the same cytoplasmic signals. When cells in the S phase were fused with cells in G1, the 'S' DNA stayed the same but the G1 DNA began to replicate. Thus, there was some soluble signal molecule in the S phase cells that caused the G1 cells to enter the S phase.

     Investigators wanted to know if this factor was made in S phase and then stayed as soluble factor in the cytosol for the rest of the cycle or was the factor destroyed after the S phase. So they fused G2 cells with G1 cells. This fusion did not result in the replication of G1 phase chromosomes. Thus, they hypothesized that this soluble factor was no longer present in the cell after the S phase was complete. This soluble factor was called the S-phase activator. A rise in the concentration of this molecule in the cell triggers or facilitates the transition of the cell from G1 to S.

     Normally, a cell that enters the S phase has passed the restriction point and will undergo mitosis. However, another control molecule must signal that the S phase is complete before the cell will enter mitosis (M). If S phase has begun but DNA synthesis is artificially blocked so that it cannot be completed, the cell will not enter mitosis until the block has been removed. Also, if a G2 phase cell is fused with an S phase cell the G2 phase chromosomes will wait for the S phase chromosomes to complete their duplication before they enter mitosis. Therefore, investigators hypothesized that there is a "delay" molecule, which prevents mitosis from beginning until the S-phase is complete.

     After this "delay" molecule has been inactivated, the cell needs yet another signal to progress into mitosis, the M-phase promoting factor (MPF). If M-phase cells are fused with cells in any other phase, the “double cell” will immediately enter mitosis, even though the division will be unsuccessful for any chromosomes that have not replicated their DNA. Thus, MPF can override the "delay" factor, and therefore must not be present in the cell during S phase. Otherwise, the "delay" signal would be overridden and the cell would enter mitosis prematurely. The MPF is described further in your text.

     The investigation of the cell cycle in wildtype and mutant yeast has proven to be one of the most powerful tools used to investigate the cell cycle. (In fact, many cancer researchers actually study yeast!)  This is because a number of mutant yeast strains exist which are deficient in different proteins required at different stages of the cell cycle. These yeast strains are called cell-division cycle mutants (cdc mutants). Therefore, by determining which protein a given strain is missing, and correlating it with the stage of cell division that is eliminated or dysfunctional in that strain, the role of various proteins in the process of cell division can be determined.

     So far, over 50 genes have been identified that act to control some phase of the cell cycle. In some cases, these genes are well-known biochemical entities in the cell. For instance, one cdc mutant strain that cannot go through the S phase has a defective gene for DNA ligase, while another such mutant cannot synthesize nucleotides from nucleosides. However, other genes encode true control molecules such as MPF, S-phase initiation factor, mitosis inhibition factor, etc.

     In addition to identifying the intracellular proteins that control entry into the various stages of cell division, investigators have also recently identified a number of growth factors which exist outside the cell and whose stimulation is necessary for cell division in many cases. The following is a list of some of the major growth factors and the types of cells that responds to each.

	Factor
	Effect

	Platelet-derived growth factor (PDGF)
	Stimulates connective tissue cells 

and supporting cells of the brain

	Epidermal growth factor (EGF)
	Stimulates many cell types

	Insulin-like growth factor I and II
	Collaborates with PDGF sand EGF; simulates proliferation of fat cells and connective tissue cells

	Transforming growth factor ß (TGF-ß)
	Increases the sensitivity of most cells to other growth factors; regulates differentiation in come cells

	Fibroblast growth factor (FGF)
	Stimulates cell division in many cell types 

including cells of connective tissue, 

blood vessels, and muscles.

	Interleukin-2
	Stimulates cell division in T lymphocytes

	Nerve growth factor (NGF)
	Promotes growth in size of neurons

	Many blood cell growth factors
	Promote growth and development 

of all the cell types in the blood.


Study Questions:
1.
Understand the meaning of the terms that are used to describe tumors and cancers.

2.
List the phases of the cell cycle, including the phases of mitosis, and explain the significant events that happen in each phase.

3.
Understand the mechanisms used by the cell to produce two genetically identical daughter cells during cell division. While these cells are genetically identical, they may not be identical in other ways. Explain.

4.
Describe the factors that have been shown to play a role in controlling (triggering or inhibiting) cell division (e.g. nutrients, cell size, growth factors, etc).

5.
What is the restriction point?  When does it occur and what is its significance?

6.
Discuss the structure and function of MPF. What is structure of this molecule?  Through what mechanism does this molecule's concentration rise and fall in the cell?  What is the role of this molecule in cell division?  What specific function(s) does this molecule perform?

7.
Discuss the following methods and their application to the study of cell division. Give one example for each method illustrating the type of information that can be obtained using this approach.

A.
Cell synchronization in culture

B.
Cell fusion

C.
Yeast cdc mutants

8.
Be able to interpret results from a cell fusion experiment in which cells of different phases of cell division are fused.  For instance, if you learned that, when G1 cells and S cells are fused, the G1 phase chromosomes replicated their DNA, what would you conclude?

-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

What do we know now about cell division that will help us figure out what causes cancer?


1) Cell division is carefully synchronized and controlled by proteins (which must be encoded by genes).

2) Cells respond to signals from their environment to "decide" whether or not to divide. Each of these signals must be "received" by the cell and responded to through a receptor system and second messenger system mediated by proteins that are ultimately controlled by genes. External signals include:

1.
the presence of adequate nutrients

2.
in some cases, the presence of specific growth factors. 

3.
the degree of contact with neighboring cells

4.
the degree of attachment to a substrate (Note: In this case, substrate, or substratum, means a layer of protein fibers that underlie cells and anchor them in position)

     A defect in any of these processes may cause a cancerous transformation. And because cancers arising in different tissues or organs have very different characteristics, different cancers may have very different causes.

     What approaches can we use to figure out what exactly is wrong in a cancerous cell?  Well, one approach that has been extraordinary helpful in cancer research has been the experimental use of viruses that are known to cause cancer in animal cells. Such viruses are called tumor viruses. The first tumor virus to be discovered, the Rous sarcoma virus, (discovered by Dr. Rous) causes connective tissue tumors in chickens. Since this discovery, several other tumor viruses have been identified and characterized:

	Virus
	Species
	Tumor

	Rous Sarcoma Virus
	Chicken
	Connective Tissue

	FBJ osteosarcoma virus
	Mouse
	Bone

	Simian sarcoma virus
	Monkey
	Connective Tissue

	Abelson murine leukemia virus
	Mouse
	Leukemia

	Avian erythroblastosis virus
	Chicken
	Bone Marrow

	Harvey murine sarcoma virus
	Mouse
	Connective Tissue

	Avian MC29 

myelocytomatosis virus
	Chicken
	Bone Marrow


	Humans:
	Tumor

	Papillomavirus (H{V)
	Uterine Cervical Carcinoma

	Hepatitis-B
	Liver Carcinoma

	Epstein-Barr virus (EBV)
	Burkitt's lymphoma 

(B cell cancer)

Nasopharyngeal Carcinoma

	Human T-Cell Leukemia Virus-I (HTLV-I)
	Adult T-cell Leukemia/

Lymphoma

	Herpes Simplex virus variant

AIDs-related opportunistic infection
	Kaposi's Sarcoma


     Note that the only way you can be sure that a virus causes cancer is to inject the virus into an organism and watch for the development of the tumor (with the aid of proper control injections). Because you cannot do this with human subjects, and because viruses are species specific, you have no way of definitively determining if the human viruses listed above actually cause or contribute to the development of cancer. However, we do know that people who are infected with these viruses have an increased likelihood of developing the tumors listed in the table. On the other hand, infection with these viruses does not guarantee the development of a tumor -- it only increases the likelihood.

     It is probably the case that human tumor viruses contribute only minimally to the overall incidence of cancer in humans. However, tumor viruses have been of exceptional importance in the study of cancer. When a known tumor virus is placed in culture with its target cell, the cell will become cancerous; a process called cellular transformation. (If a biologist tells you a cell population has been "transformed", you need not ask, "into what?"
  By definition it is a tumor cell.)  By studying the differences between a cell population before and after transformation, scientists can gain an understanding of the changes that occur during the development of cancer.

     What happens to these cells in the process of transformation?  Well, it depends on the cell and the virus, but here is a summary of some changes that occur when cells are transformed:


I. Plasma membrane related changes

A. Enhanced transport of nutrients

B. Excessive blebbing of plasma membrane (small areas where the membrane balloons out, like a weak spot in a garden hose.)

C.
Increased mobility of the plasma membrane proteins

II. Adherence abnormalities

A. Diminished adhesion to surfaces

B. Disorganization of the cytoskeleton

C.
High production of protease causing increased extracellular protein degradation.

III. Growth and division abnormalities

A.
Growth to an unusually high cell density

B.
Lowered requirement for growth factors

C.
Less "anchorage dependence" (Can divide even without attachment to a solid surface. This is highly unusual in normal cells.)

D.
Can continue to divide indefinitely -- immortality in tissue culture.

E.
Can cause tumors when injected into animals.

     The actual growth of tumor cells in culture is amazing to see!  Depending on the cell type, they can be large, misshapen cells with little interest in attachment to the culture dish. They divide while they float in the medium, draining the culture medium of nutrients in a very short time. If they are "fed", that is, given fresh growth media, they will continue to divide indefinitely. We would have absolutely no trouble filling Dana Science Building with the offspring of one, well-fed tumor cell in a surprisingly short period of time. 

This week’s “puzzlah” a la  Car Talk (for fun only):   


Average cell volume = 125 pL; 


(1 picoliter = 0.001 nanoliter, and 1 nanoliter = 0.001 microliter); 


Dana Science Building (50,000 m3); 


Average cell cycle = 1 division every 12 hours. 


How long would it take to fill Dana Science Building?

Focused Reading:
p 240-1  “Viruses reproduce…" stop at “Bacteriophages...”




p 342 "Some cancers are caused…" stop at “most cancers…”




p 244 fig 13.5 (as example of a retrovirus)

     The key to understanding cellular transformation is to look at the genetic changes that occur when the tumor virus infects the cell. To study this, investigators have focused on tumor retroviruses since, as you know, these viruses actually insert genes into the cell's genome that are then passed to the next generation of cell. Thus these genes become a genetic characteristic of the tumor. The first such tumor RNA retrovirus studied was the Rous sarcoma virus (RSV). RSV inserts its entire genome into the host cell during the transformation event, so it would be difficult to determine which of these viral genes is responsible for the cancerous transformation. However, as is the case with all viruses, RSV mutates at a rapid rate, and investigators were able to find a viral strain that seemed like a perfectly healthy virus (it was able to infect cells, insert its DNA, and make new virus), but it did not transform the cells. When investigators looked for the difference between this non-transforming RSV and the non-transforming strain was missing one gene. Investigators named this gene the src gene (pronounced “sark”). [By convention, the names of genes are italicized while the names of their protein products are not.]  Investigators called this src gene an oncogene because it causes cancer.  ("Onco-" is from the Greek onkos meaning tumor. The study and treatment of cancer is the field of oncology.)

     What does src do?  What does it encode that causes this dramatic change in the behavior of cells?  As a next step in answering this, investigators created a radioactive DNA probe that was complementary to the src gene and probed the DNA of normal cells (using a Southern blot) to see what they could find. Surprisingly, they found a version of src in the genome of perfectly normal cells!!  While these normal genes were not absolutely identical in structure to src, they had a lot of homology. They were so similar that they had to be alleles of one another -- versions of genes that encode the same trait. Investigators called this normal gene a proto-oncogene. [Michael Bishop and Harold Varmus (two recent Nobel winners) discovered Proto-oncogenes].  Also, because they had found very similar genes in both a virus and its eukaryotic target (in this case, chicken connective tissue cells), they needed a way to distinguish the viral gene from the eukaryotic gene. Thus, they called the viral version of the gene v-src   ("v" stands for "viral") and the eukaryotic cellular version of the gene c-src  ("c" stands for "cellular"). Since the discovery of src, over 20 oncogenes and their proto-oncogene versions have been discovered through their presence in retroviral genomes, and over 50 oncogenes have been identified overall. It is worth mentioning that src is a kinase that often phosphorylates growth factor receptors. The viral form is about 20 times more active than the proto-oncogene cellular form, which helps explain why some viruses can lead to cancers. 

     As an aside, you might be wondering why a virus would contain a gene that causes cancer. These viral oncogenes don't appear to confer any survival value whatsoever to the virus. In the case of a retrovirus, the virus' direct ancestor probably picked up the gene from a host when it became incorporated into that host's DNA. Because retroviruses actually become part of the genome, pieces of host DNA can be included in the viral genome fairly easily. If the viral genome is transcribed from viral DNA plus some of the flanking human DNA, the viral genome will contain a copy of the host’s gene. It is assumed that this is the way human genes get into viruses and, when the virus infects the next cell, it carries this human gene along with it and incorporates it into its new host's DNA.

[image: image12..pict]
     In the case illustrated above, if gene 4 is a proto-oncogene, when the retrovirus picked it up in the process of replication, it would become a retrovirus carrying an oncogene -- the definition of a tumor virus. 

     While tumor viruses provide an invaluable approach to the study of cancer, we should not get too carried away at this point and give the impression that cancer is caused by little bits of human DNA attached to retroviruses. In fact, this occurs only in a few cases of animal cancer. However, these viral oncogenes have led us to their normal counterparts, the cellular proto-oncogenes, and it is assumed that most cancers are caused when these normal proto-oncogenes become mutated, thus becoming oncogenes (related to the development of cancer). 
     Investigators assume that cancer-causing mutations are caused by the same mechanisms that cause other mutations, such as:

1)
chemical agents that alter the structure of DNA; 

2)
irradiation (e.g. UV light) that breaks DNA or forms inappropriate covalent bonds 

3)
retroviruses that insert themselves in or near a gene, thus changing its proper regulation 

4) normal mistakes (“typos”) made when the DNA is replicated during cell division. 

     While all cancers are caused by mutations, not all mutations cause cancer. (Some, for instance, cause cystic fibrosis, or color-blindness, or a predisposition to heart disease.)  It is assumed that what distinguishes cancer-causing mutations from other mutations is that cancer-causing mutations occur in proto-oncogenes. Thus, investigators have focused intensively on trying to find out what proto-oncogenes do.

Study Questions:

1.
Know the name of at least one human virus that is thought to be associated with the development of cancer. Explain why it is difficult to prove that viruses cause cancer in humans.

2.
What is a tumor virus?  What is cellular transformation?  Tumor viruses do not cause most human tumors. Given this, explain why tumor viruses have been the focus of such intensive research efforts. What types of information have we gained about cancer through the use of these viruses?

3.
What are the characteristics of cells that have been transformed in tissue culture by a tumor virus? If you were looking through a microscope at a cell culture, what would you look for to determine whether or not you were looking at transformed cells?

4.
How do retroviruses come to carry human genes?

5.
Carcinogenic mutations are probably caused by the same agents as other mutations. What are these agents?  How do carcinogenic mutations differ from other mutations?  Why do these changes cause cancer while other types of mutations do not?

6.
Understand the terms used to identify oncogenes. What does it mean when it is preceded by a "v?"  By a "c?"

-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

     In order to illustrate some of the normal functions of proto-oncogenes; let's look at some specific examples of proto-oncogenes that have been fairly well characterized. First, let's look at the ras proto-oncogene (first identified in a rat sarcoma.)  The proto-oncogene ras encodes a G-protein!  Remember G-proteins?  It's the protein that forms the link between a membrane receptor (for a hormone or, in this case probably a growth factor) and adenylate cyclase or phospholipase C. 

Focused Review: 
p 282 “Receptors …" stop at end of page




p 286-7 “Protein kinase cascades…” stop at “Cyclic AMP”

WWW Reading:
G-protein similar to ras with GTP bound - RasMol Image

     The normal ras proto-oncogene encodes a G-protein that contains 189 amino acids. So far, three oncogenic versions of this gene have been isolated from cancerous tissue. These oncogenes differ from the proto-oncogene at only one amino acid at position 12 or 61. The mutations are diagrammed below:

[image: image2.wmf]
     Turn to page 224 and compare the amino acids in the different versions of the ras protein. H-ras has a leucine instead of a glutamine at position 61. Leucine is non-polar while glutamine is polar. This mutation could change the folding pattern of the molecule significantly. The other two mutations (glutamine to arginine in N-ras: and glycine to arginine in K-ras) also change the characteristics of the amino acid significantly. 

     Biochemical studies show that the mutant ras oncogenes encode proteins that cannot hydrolyze GTP to GDP + Pi. As you will recall, the hydrolysis of GTP is the step that inactivates the G protein, making it unable to stimulate its enzyme target any longer. The ras G-proteins, therefore, are "stuck" in the "on" position. Once they become stimulated by the binding of a growth factor to a receptor and the subsequent binding of GTP to their active site, they are permanently on, and keep stimulating their target enzyme, which keeps making second messenger, which keeps signaling the cell to divide.

     The drawing below is an illustration of a computer-generated structure for the normal ras G-protein. The GTP binding site is on the lower part of the molecule (bound to GTP). The areas of the molecule that change shape when GTP is hydrolyzed are drawn indicated by a black line. These changes in shape represent the "on" and "off" conformations of the molecule. Oncogenic versions of the ras protein are stuck in the "on" conformation.

[image: image3.wmf]
     Further evidence of the linkage between the ras proteins, growth factors, and control of cell division comes from intracellular antibody binding studies. When anti-ras antibodies (against the normal version of the protein) are injected into the cytoplasm of normal cells, these cells are unable to divide in response to growth factors. Thus, the ras protein forms a link between the growth factor signal and the cell division response.

Study Questions:

1.
What protein does the ras proto-oncogene encode?  What is the normal function of this protein?

2.
In general (you need not remember the exact changes), how are the ras oncogenes different from the ras proto-oncogene?  How do these changes alter the protein's function?  How do these changes lead to the development of cancer?

3.
Describe the intracellular antibody binding studies that link the ras protein to the response of the cell to growth factors.

------------------------------------------------------------------------------------------------------------------

     To illustrate the types of growth-related proteins that can be altered in cancerous changes, here is a list of some of the known proto-oncogenes and the normal proteins they encode. As you can see, proto-oncogenes come in four varieties: growth factors, growth factor receptors, signal transducers, and nuclear proteins involved in gene expression.

	Proto-   

  oncogene
	Type of 

Protein Product
	Protein Product

	sis
	Growth Factor
	Platelet-Derived Growth Factor

	fms
	GF Receptor
	Colony-Stimulating Factor-1 Receptor

	erbB
	GF Receptor
	Epidermal Growth Factor Receptor

	neu
	GF Receptor
	Protein with similar structure to

Epidermal Growth Factor Receptor

	erbA
	GF Receptor
	Thyroid Hormone Receptor

	src
	Signal Transducer
	Tyrosine kinase, required for entry into G2 of cell cycle

	abl
	Signal Transducer
	Tyrosine kinase

	H-ras
	Signal Transducer
	G-protein

	N-ras
	Signal Transducer
	G-protein

	K-ras
	Signal Transducer
	G-protein

	jun
	Nuclear Proteins
	Transcription Factor AP1

	fos
	Nuclear Proteins
	Transcription Factor AP1

	myc
	Nuclear Proteins
	DNA-binding protein (transcription regulator)


     In several cases, carcinogenesis is associated with gene amplification. In this situation, the gene is frequently normal in base sequence and may be located on the correct chromosome. However, hybridization studies show that the gene has been duplicated, sometimes hundreds of time, and is repeated over and over again in tandem sequences. Each gene is active, and therefore, the protein product of such gene amplification is over expressed and therefore over stimulates cell division. The oncogenes that cause some types of leukemia and lung, skin, colon and breast cancers are in this group.

     Please note that oncogenic mutations can be inherited or can arise in the afflicted individual. In some cases, people get cancer because they inherited an oncogene from their parents. These types of cancer tend to run strongly in families (e.g. breast and colon cancers.)  (For reasons we will discuss below, however, the inheritance of these oncogenes does not guarantee the development of cancer.)  The majority of cancers, however, are probably associated with the development of new mutations in a proto-oncogene in one cell of the afflicted individual. This cell becomes cancerous and gives rise to the disease. Thus, in the case of many of the mutational changes associated with cancer, there is no way to test for the presence of the mutated gene since it has not been inherited, but rather is present only in the tumor cells and their descendants.

Study Questions:

1.
Discuss the differences between oncogenes that are inherited and those that arise in the afflicted individual. In which case can a test be developed for the presence of the gene?  Explain.

2.
Describe the four types of protein products that proto-oncogenes are known to encode. Give an example of each.

---------------------------------------------------------------------------------------------------------------------
Focused Reading: 
p 344-6 "Two kinds of genes…" stop at "Treating genetic…"

     Oncogenes are usually expressed in cells as dominant traits, that is, only one copy of the oncogene is required for cancerous transformation. However, while the presence of an oncogene is required for the development of cancer, it is not sufficient. The cell has a number of tumor suppressor genes that function to prevent out-of-control cell division. If these tumor suppressor genes are functioning normally, one oncogene by itself will not produce a cancerous cell. Thus, at least two genetic changes are required for carcinogenesis: 1) changes that create an oncogene from a proto-oncogene and 2) changes that inactivate tumor suppressor genes. See figure 18-18 on page 346 for the steps required for colorectal cancer, the system we understand the best.

     The good news about tumor suppressor genes is that usually both alleles at a tumor suppressor locus have to be destroyed before there is loss of growth control. A mutation that inactivates one allele will not have an effect (that is, will be recessive to the dominant suppressive effect of the other allele.) Often times, it is the inheritance of a defective tumor suppressor gene that predisposes us to cancers.

Study Questions:

1.
Describe the relationship between tumor suppressor genes and oncogenes. What genetic changes must be present in these genes in order for cancer to arise?

2.
What is wrong with the phrase, “Some day we may find the cure for cancer”?

NEWS ITEM: A group at the Scripps Research Institute in La Jolla, CA have synthesized a bacterial compound called Epothilone A which can kill cancerous cells. Like the drug taxol, which is extracted from the bark of the yew tree in the northwest part of the US, this newly synthesized compound binds to microtubules and prevents chromosomes from separating during mitosis. However, there are two great advantages for Epothilone A. It can be manufactured in the lab and therefore is not dependent upon the slow-growing yew. Secondly, it is water-soluble and therefore it will be easier to administer to patients. (See summary by Robert Service. Science. Vol. 274: 2009. 1996)
-------------------------------------------------------------------------------------------------------------------------

WWW reading 
MAPK Signal Transduction
    In a flurry of scientific papers recently, investigators have outlined the entire relationship between the ras protein and cell division. By examining this pathway, you should be able to get a clearer picture of the link between the development of cancer and changes in G-proteins, tyrosine kinases, growth factor receptors and nuclear transcription factors. Note: You do not have to memorize this pathway. It is presented here simply to help you see how oncogenes might cause uncontrolled cell division.

     Some cells contain receptors for epidermal growth factor (EGF.)  These receptors are membrane-bound tyrosine kinases. When EGF binds to its receptor, the receptor autophosphorylates, that is, it adds a phosphate group to its own tyrosine residues. This causes the receptor to change shape. This change in shape allows the receptor to bind to a cytoplasmic protein called growth factor receptor binding protein (GRB-2). This binding activates GRB-2, which then binds to the ras G-protein and activates it (in the classic manner, by causing it to bind GTP.)  Activated ras activates a protein called Raf-1 (itself the product of a proto-oncogene.)  Raf-1 is a kinase that phosphorylates and activates a protein called MEK. MEK is a kinase that phosphorylates MAPK. Phosphorylated MAPK travels to the nucleus where it activates transcription factors that are necessary for gene expression. These transcription factors are encoded by the proto-oncogenes myc, jun and fos.  These transcription factors may allow the production of proteins (such as cyclin) that trigger cell division. Here is an illustration of this pathway:
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Thus, the signal pathway initiated by EGF is filled with the products of proto-oncogenes. Any change in any of these proteins could cause abnormally high levels of expression of cell division signals, thus producing a cell dividing out of control.

Study Questions:

1) Given what you know about signal transduction and the cascades used in cellular communication, would you be more susceptible to cancer if you had a mutation that: A) left the EGF-receptor always activated, B) left the MAPK always activated, C) left the transcription factors always activated, D) all of the above, E) none of the above. Be able to explain your answer.

NEWS ITEMS: In June 1996, a team of researchers found a species of voles that is resistant to mutations caused by radiation. When they analyzed their cells, they found that the voles had elevated levels of IDH, which they believe is protecting them from radiation-induced mutations. (See summary in Science. Vol 273. 19 July, 1996)


A new finding by Pascal Goldschmidt-Claremont from Ohio State Univ. suggests that ras also uses superoxides (an oxygen molecule with an extra electron) to communicate within the cell. They speculate that oncogenic alleles of ras may produce more superoxide than wild-type alleles do. You may remember from earlier News Items and our lab work using the Ames test, that oxidative damage to DNA can lead to mutations and thus cancer. Therefore, researchers are looking at antioxidants (yes, the same thing health-food stores have claimed will cure cancer) as potential drugs for treating cancer. This can be summarized in one phrase that you have heard all your life, “Eat your green vegetables” which are high in antioxidants. (See summary by Elizabeth Pennisi. Science. Vol 275: 1567-1568. 1997.)
2.
Let’s imagine that there is a wonder drug that is capable of protecting us from cancer-causing mutations and it works by stimulating the transcription of the cytoplasmic form of IDH. Explain to your grandparents how this drug might prevent cancer.

---------------------------------------------------------------------------------------------------------------------

NEWS ITEMS: In 1998 National Cancer Institute launched a new web site as a part of the Cancer Genome Anatomy Project (CGAP). This is a spin off of the human genome project and its goal is to sequence all the cDNAs from healthy and cancerous tissues to compare what genes are expressed in each situation. Interestingly, a Davidson biology major alumnus (’97) was one of the first technicians to work on CGAP. The URL is <http://www.ncbi.nlm.nih.gov/ncicgap/>
Many people think that the hottest area in cancer research in on the enzyme called telomerase. Telomerase is the DNA polymerase that replicates the telomeres of our chromosomes and keeps them from “unraveling”. It appears that normal cells do not have much, if any telomerase, while cancerous cells have a lot. Interestingly, telomerase has a lot of similarity to reverse transcriptase so there is some hope that drugs similar to AZT might be effective treatments for cancer.
A new type of cancer-causing mutation was found recently. A group at Johns Hopkins found that many people carry a particular allele for a proto-oncogene involved in the formation of colon cancers. For years, this sequence variation in the DNA was ignored because it was a silent mutation, causing no changes in the resulting protein. However, they recently learned that this particular mutation made the surrounding DNA susceptible to errors in replication. These subsequent mutations resulted in oncogenic mutations. Now labs around the world are going back over old data to see if any of these unstable mutations were overlooked. (see Science Vol. 277: 1201. August, 1997)

     In focusing on mutations in the genes that control cell division, we shouldn't forget about the second criteria for malignancy, the ability to metastasize. In order to spread, cancer cells must be able to break free from the tissue bed they are in, enter a blood or lymphatic vessel, leave the blood or lymph and invade a different tissue bed. Leukocytes are the only cells of the body that can normally do this. Metastasis requires changes in cellular motility (most cells don't move they just sit there) which requires changes in the cytoskeleton, and changes in the secretory products of the cell since they have to digest their way across barriers. All these changes are caused by mutations (inherited or new) in the genes that control the cytoskeleton, secrete degradative enzymes, and receptors that interact with neighboring cells. Thus, even if a cell acquires an oncogene mutation and loses some tumor suppressor genes, this is still not sufficient to cause cancer. In addition, the cell must acquire mutations that allow it to metastasize, which is makes this story even longer.

NEWS ITEMS: A specific protease was identified that enabled breast cells to migrate out of the breast tissue. This protease cleaves a protein in the extracellular matrix called laminin-5. This may be a target to block metastasis. (Science Vol. 277: 225. July 1997)

We know that tumors become much harder, if not impossible, to treat when they metastasize. We also know that cancer is the result of inappropriate signaling.  Dr S Wiley (Univ of Utah) has shown that a majority of cancers remain sensitive to signaling by EGFR (a growth factor receptor) and that blocking ligand release from this receptor can be enough to block metastasis. Drugs that block EGFR-ligand release are being tested on tissue culture cells and may provide a way contain cancer. 

-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

II. AIDS

Brief Overview Reading: Chapters 12, 13, 17, 18. & 19

Focused Reading: 

p 240-1 “Viruses reproduce…” stop at “Bacteriophages…”





p 221 "RNA viruses…" stop at "Transcription…" 





p 242-3 "Animal viruses… " stop at "Many plant viruses…"




   
Pay special attention to figures 13.4 and 13.5

Some Definitions
     Since its identification in the 1970's, Acquired Immune Deficiency Syndrome (AIDS), a preventable sexually transmitted disease (STD), has claimed the lives of over 2 million people worldwide. By 1983, the cause of this syndrome had been identified as the Human Immunodeficiency Virus (or HIV). AIDS is the clinical syndrome associated with chronic infection by HIV. Just as the flu (the disease) is caused by Influenza  (the virus), AIDS (the disease) is caused by HIV (the virus). Unlike most viral infections, HIV infected (or HIV+) individuals may be infected for months or years before they become sick with AIDS. This is called the latency period of the virus and it is one reason that HIV is such a dangerous organism. People can carry, and spread, the virus for many years without having any symptoms of the disease to tell them they have been infected. Because blood tests for HIV are not mandatory, we have no way of knowing exactly how many people in this country are HIV-infected. 

Who can get infected with HIV?

     In the United States, as of 1995, over 500,000 AIDS cases had been reported to the CDC and about 300,000 of these people have died from the disease. According to available information, it appears that 56% of AIDS victims are gay or bisexual men, 24% are IV drug users or their heterosexual partners, and 6% are heterosexuals. Two percent of AIDS victims (over 3,800) are children. Thirteen percent of children with AIDS contracted the disease from blood transfusions while the remainder contracted it at birth from their HIV-infected mothers. In 1997, the United Nations published the following list of estimated AIDS patients: 440,000 in East Asia; 1.6 million in Latin America and the Caribbean; 6 million in South America and South East Asia; 720,000 in Europe, North Africa and the Middle East; and 20.8 million in Sub-Saharan Africa. HIV continues to spread worldwide; the estimate of HIV-infected people has risen from 14 million in 1995 to 30.6 million in 1997.

     In the United States, the epidemic has spread through African American and Hispanic populations at a faster rate than it has through the Caucasian population. For example, whites make up 80% of national population but represent only 38% of AIDS cases. Conversely, African Americans comprise 12.6% of the population but represent 40% AIDS cases. Hispanics make up 6% of the population, but represent 19% of AIDs cases. 

     HIV is spread when bodily fluids containing the virus contact the blood of an uninfected individual. The body fluids that contain the highest levels of virus are blood and semen. Entry can be gained through any breach in the skin or lining of an organ (eg. mouth, rectum, and vagina). The breach can be microscopic -- well below the size one would detect normally.  High-risk behaviors include sharing needles during IV drug use, and participating in anal, vaginal or oral sex. Because semen contains the virus, if semen comes in contact with a small cut or tear, HIV can be transmitted. Because stretching and tearing of the anus and rectum can accompany anal intercourse, this practice is a high-risk behavior. Vaginal intercourse is also presents high risks because the uterus and cervical area tend to be rich in blood vessels naturally, and abrasion during vaginal intercourse may cause areas of access for the virus. Also, if an open sore or cut exists in the mouth, nasal cavity, or esophagus, the recipient partner during oral sex is at risk. While it is possible for the virus to be transmitted from the recipient partner to the penetrating partner during any type of sex, the transmission rate is much lower in this direction. However, the virus can certainly be spread through any tiny cut or opening in the skin of the penis, fingers or hands. Finally, anyone who comes in contact with blood as part of his/her work (physicians, dentists, emergency medical technicians, etc.) or on an occasional or accidental basis (e.g. helping at the scene of a lab injury where blood is present) is at risk.  

     Because HIV spends most of its life inside human cells, the body fluids that do not contain cells also do not contain the virus or do not contain it in a transmissible form. These fluids include saliva, tears, sweat and urine. Touching, hugging, kissing, and sharing food or drink does not transmit HIV.

     Worldwide, the vast majority of HIV transmissions are through heterosexual vaginal intercourse. In the United States, the disease has spread most rapidly (and continues to be predominantly present) in the gay male population. This selectivity is due to two unrelated factors. First, it appears that HIV has mutated into different strains, some of which adhere to vaginal cells better than other strains do. Therefore, heterosexual intercourse is the primary means of transmission where this strain predominates (currently in Asia and Africa). The second factor is because the disease appears to have entered the US via the homosexual population and HIV was spread through gay sexual encounters. If the disease had arrived from Asia and entered the country through the heterosexual population (still a possibility), the impact of the disease would be significantly different. It should be noted and understood that the disease is not a "gay" disease and makes absolutely no distinctions based on sexual preference. Heterosexual women make up one of the fastest growing HIV+ subgroups. In 1992 at the Johns Hopkins Hospital emergency room, 30% of women delivering babies were HIV+ (no statistics on their babies).

The disease is not spread by being in a high-risk group (e.g. gay, IV drug user), but by doing risky things (unprotected sex of any kind, sharing needles).

     AIDS is a preventable disease. While we do not yet have effective drugs or vaccines to kill HIV, we do know precisely how the virus is spread. HIV infection can be avoided by avoiding contact with another person's blood or semen. Because HIV can enter the body through cuts or tears too small to detect, it is not enough to simply make sure that the blood or semen of another does not come in contact with an open wound. Rather, only complete protection from contact with the blood or semen of another person will guarantee safety. Protection includes abstinence from sexual practices, avoidance of situations in which you may come in contact with someone else's blood, and protection of yourself with latex barriers (condoms, rubber gloves, rubber dental dams, etc.)  Condoms are normally used with contraceptive foam and they may be better at preventing the spread of HIV if the contraceptive foam contains Nonoxyl-9. 

     It can be difficult to approach the subject of protection with a partner, especially if the sexual encounter is of a more casual nature. It is easy to simply let it go, to tell yourself that the chances of contracting the disease are small and that it is too much effort, too embarrassing, too alienating, too unromantic, too nerdy, or too awkward to say anything. In heterosexual encounters, it is the woman who is at a far greater risk of contracting the disease than the man, and traditionally women are taught that being feminine includes being less assertive about sexual matters: not being pushy or demanding about the use of protection. It is also tempting to tell yourself that everything will be okay because your partner looks healthy, is not in a "high risk group", says he/she has had a limited number of sexual encounters before you, or says he/she has just had an HIV test that came back negative. Even if your partner is telling you the truth, none of these is a guarantee that you will be safe. When you have unprotected sex, or come in contact with someone else's blood, you are at risk of contracting a disease that will kill you. You are gambling with your life. Even if the risks are low, the stakes are as high as they can be.

Table 1: People Living with AIDS (US, 2000)
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     Adapted from Center for Disease Control Surveillance reports (http://www.cdc.gov)

     Based on random sampling data, the incidence of HIV infection on college campuses has been estimated to be ten times higher than the general heterosexual population. Based on these statistics, we would expect 2-3 students at Davidson (student population ≈1,700) to be infected with the virus. There is an especially disturbing trend in the rise in AIDS among those born since 1959 (figure 1). Notice that cases for those born before 1960 has leveled off, while those born after 1959 have continued to rise. Therefore, the rise in cases for people under 38 is responsible for the continued rise in reported AIDS cases for the entire country. 
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Table 2: New HIV infection reported July 1999 through June 2000

(in 34 areas with confidential reporting)

	Age
	Male
	Female
	Total

	>13 years old
	111
	114
	225

	13-19 years old
	327
	536
	863

	20-24 years old
	1,433
	6,053
	7486

	25+ years old
	12,820
	385
	13,205


   Examining Table 2 you can see that the reported new HIV infection is highest in males above 25 years old and females between 20-24. This is a very high rate of new (reported) infection for the female category if you consider that it only includes a range of 4 years (and the high male # is for those 25 and up). A recent newscast reported that new infection in teenage girls is up 136%. The direct cause of this jump is not known but it certainly shows that HIV infection is not only not going away—in some age groups (like the one you are currently in) it’s rising!

 There is also a symptomatic difference between the sexes. A study from Johns Hopkins School of Public Health revealed that women who have 5000 copies of HIV/mL blood show similar AIDS symptoms to men carrying twice the viral load (10,000copies HIV/mL blood). While the development of full-blown AID appears to take the same amount of time in men and women, this finding suggests that treatments that are started based on viral load 'requirements' may need to take symptoms and gender into account. 

----------------------------------------------------------------------------------------------------------------

Some History of HIV/AIDS
     In this Unit, we will look at what we know about HIV and AIDS. As is the case in the study of all diseases, we learn an enormous amount of basic biology as we learn about the disease. By studying HIV, we now know much more about all viruses and we certainly know a lot more about the human immune system (the target of HIV). One difference between this disease and others we have encountered is that AIDS was ‘discovered’ recently. Your professors remember the news about the first cases and the drama that surrounded identifying HIV (and we aren’t all that ancient, honest).

     In the early 1980s, investigators at the Center for Disease Control (CDC) in Atlanta noted that there was a dramatic increase in the number of adult males dying of a mysterious disease that appeared to compromise the immune system severely. The immune systems in these men were so weak that they could not fight off infections that are usually no match for a healthy immune system, most notably a kind of pneumonia that was often the cause of their deaths. In attempting to determine the cause of these deaths, the CDC tried to find out what all these men had in common. Four characteristics emerged which were called the "Four Hs" -- being a male Homosexual, Haitian, IV drug user (Heroine), or Hemophiliac. Very quickly, the investigators deduced that, at least in three of these cases, the underlying similarity is the increased likelihood of coming in contact with the blood of another person. Gay men, IV drug users, and hemophiliacs were known to be at increased risk for hepatitis B, spread by blood-to-blood contact. (It was later determined that the gay male population first infected with the disease vacationed extensively in Haiti, where some of the native population became infected. Being Haitian, in itself, has nothing to do with the disease.)

     The disease spread exponentially in these three populations (gay men, IV drug users and hemophiliacs), reaching epidemic levels very quickly. Investigators in the United States and France began a frantic race to be the first to discover the presumably blood-borne agent that caused this disease. This race did result in the rather rapid characterization of the viral agent that causes AIDS, but it was fraught with fierce competition and accusation of foul play. Luc Montagnier, from the Pasteur Institute in Paris, and Robert Gallo of the National Institutes of Health (USA) share credit for the discovery of HIV as the causative agent for AIDS. (If you are interested, there are countless articles covering the legal and scientific battles between these two men and their associates.)

Study Questions:

1. 
What is the difference between HIV and AIDS?  What is the difference between being HIV+ and having AIDS?

2.
How does the long latency period of this disease contribute to its spread?

3.
How is HIV spread?  What are "high risk behaviors" for contracting HIV?  

4.
Some people believe that the AIDS epidemic has been wrought as a punishment by God against homosexuals. Based on the facts of transmission, how would you respond to this argument?  Why is the disease so prevalent among gay men in the United States?

5.
How can the spread of AIDS be prevented?

--------------------------------------------------------------------------------------------------------------------

Focused Reading: 
p 240-244 "Viruses:…" stop at "Viroids:…"




p 373-5 "AIDs…" stop at end of chapter




p 244 Figure 13.5

WWW Reading: 
Life Cycle of HIV- Attachment

Structure of HIV

     From your focused reading, you can see we know a great deal about what the virus looks like (structure) but we still have a lot to learn about how it works (function). Figure 13.7 is the best illustration of what HIV looks like, but there are a few special features we need to note.
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     The HIV genome is surrounded by a protein capsid, which is surrounded by a phospholipid membrane containing large glycoproteins. The lipid bilayer with embedded glycoproteins is called the viral envelope (remember it also contains human integral membrane proteins from the infected cell). The glycoproteins in the HIV envelope are called gp160 (for "glycoprotein 160" because its molecular weight is 160 kilodaltons). gp160 is composed of two smaller subunits: gp120 (large star shape) and gp41 (the stalk). gp120 is the protein that specifically binds CD4 allowing attachment and infection. The genome consists of two identical strands of ssRNA, which contain nine genes. Each ssRNA strand is bound to a molecule of reverse transcriptase (RT), the enzyme required to transcribe ssRNA into ssDNA. Because human cells never do this, they do not contain RT, and therefore the virus must bring RT along with every virus particle. The two identical copies ssRNA are reverse transcribed (using reverse transcriptase, like what is used to make cDNA) into DNA and then inserted into the host genome where it can remain dormant, or latent, for months or years. (Human retroviruses were discovered by Robert Gallo, well before HIV.) 

     One more important feature of HIV biology is that when its nine genes are transcribed and translated, the encoded proteins are not made individually, but are made as a few multi-protein structures all stuck together like-this-compound-word. In order for these individual protein components to perform their functions, they must be cut free from each other. One of HIV’s genes encodes for a protease that acts like molecular scissors to cut the multi-protein structures into their proper and functional subsections. The critical functions provided by the protease and RT have been the subject of a lot of research and pharmacological treatment of AIDS patients (see below). 

Study Questions:

1. In general, describe the structure of a typical virus.

2. In general, how do viruses reproduce?  What molecules must they encode in their own genome?  Which molecules does the host cell provide?

3. Unlike bacteria that will grow on nutrient agar, viruses will not. What must you supply to support the replication and growth of viruses?

4. What special structures do animal viruses contain that allow them to enter and leave animal cells without having to cause the entire cell to rupture?  Describe this process.

------------------------------------------------------------------------------------------------------------------------

How HIV Infects Cells

    We will begin looking at how your cells become infected with HIV by looking at the target of HIV, the immune system.

Brief Overview Reading: 
Chapter 19
Focused Reading: 

p 358-64 "Specific defenses..." stop at "Hybridoma..."






Figures 19.6 and 19.11





p 364-8 "T cells:..." stop at "MHC molecules are responsible..." 





Especially Figures 19.18 (animated version available at Purve6e site)





p 372-5  "An inappropriately active…” to end of chapter

WWW Reading: 

Cytotoxic T-cell Killing Its Target

     The interactions of the immune system are extraordinarily complex and the subject of one of the frontier disciplines of biology, immunology. It is well beyond the scope of this Unit to delve deeply into the workings of this system. However, if you are to understand how HIV produces such a deadly effect in the body, you do need to understand a few things about how the immune system works.

     As we discussed in Unit III, microbes are constantly invading your body, despite your best efforts to keep them out. You wash them away with mucus secretions in the lungs, you wash them away by sloughing off the outer layer of cells in the intestine and skin, you try to kill them with acid (skin, stomach, vagina), with enzymes (in tears, sweat, saliva), with antibodies (in all the secretions of the body) and still, they get in. Those resourceful creatures that make it through all these hostile defenses are met by an internal surveillance system so precise and deadly that all but the most virulent microbes are completely destroyed. Without this system of surveillance and destruction (the immune system) microbes would overrun your body and kill you -- fast -- by this time tomorrow. 

     The immune system functions by recognizing and attacking foreign molecular shapes (usually due to amino acid sequences that are not "self", that is, not part of any of your own personal proteins.)  The cells of the immune system that do this are called lymphocytes. Lymphocytes have specific receptors in their membranes for foreign shapes. 

     Lymphocytes come in two varieties -- T cells (mature in the thymus) and B cells (mature in the bone marrow.)  B cells make antibodies, the same specific proteins you have encountered in looking at the method of immunocytochemistry or immunohistochemistry. These proteins can bind specifically to the foreign substance and trigger a number of responses that destroy it. T cells do not make antibodies, and they come in two varieties: T helper cells (Th) and cytotoxic T lymphocytes (Tc). Tc s kill other cells directly by making membrane-to-membrane contact with them and inserting proteins in the cell’s membrane that produce large holes. Tc s effectively punches holes in the membranes of other cells. This makes it impossible for the host cell that contains the pathogen to maintain any ion gradients across its plasma membrane and it dies. Tc s kill virally infected cells, cancer cells, and transplanted organs, a process called the cell-mediated immune response.

     As their name implies, Th cells help other cells perform their functions. They help B cells make antibodies; a process called the humoral immune response (The fluids of the body are called humors and antibodies were initially discovered in body fluids (blood plasma). In general, the humoral immune response neutralizes foreign proteins (e.g. bacterial toxins) and bacteria. Ths also help Tc s become capable of killing. Ths perform both helping functions by secreting various lymphokines that provide activation signals. Lymphokines function as local signaling molecules, binding to specific receptors and triggering cell functions through second messenger systems. Because both B cells and Tc s require its help, the Th plays a pivotal role in all immune responses. Unfortunately, the Th is the primary cell that is targeted by HIV. Thus, by interfering with the function of Th, HIV cripples the entire immune capacity of the individual.

     Viruses target certain cells based on specific binding between proteins in the virus' envelop and proteins in the cell's membrane. For example, the influenza virus binds specifically to proteins on the surface of the respiratory tract, the chicken pox virus binds to target proteins in the skin, the herpes virus binds to target proteins in the lips or genitals, etc. These virus-cell interactions are specific, just as are the interactions of enzymes and substrates, receptors and hormones, antibodies and antigens, transport proteins and transported substances, etc. Thus, viral targeting, attachment, and infection, just like virtually everything else in biology, relies on the interactions between molecules with specific three-dimensional structure.

     The protein molecule on the surface of the Th cell to which HIV binds is called CD4. (Immunologists have complicated ways of naming things, so this name doesn't stand for anything very meaningful.)  HIV will bind to any cell that bears CD4 in its membrane. This includes Th, macrophages and some supporting cells in the brain. However, the story is more complicated than this. CD4 is necessary for HIV binding, but not sufficient. For example, if the gene for human CD4 is transfected into monkey COS cells, HIV will not infect these COS cells. During the summer of 1996, several research teams  (read lots of people working cooperatively in the labs) made significant progress in understanding HIV infection (Science 272: 809, May 1996; Science  272:1740, June, 1996; Science 274: 502. October, 1996). There are at least two types of molecules (coreceptors) that are also required for HIV infection: CXCR4 and CCR5 (such catchy names; see figure 2). As shown in the figure below, HIV requires cells to have CD4 and either CXCR4 or CCR5 in their plasma membranes. CXCR4 had been cloned previously and though its function was unknown, the cDNA sequence suggested that CXCR4 would turn out to be a G protein-coupled receptor (sound familiar?!) for an unknown ligand. CCR5 is a receptor for the chemokine RANTES. (Chemokines, cytokines and lymphokines are chemical messengers secreted by cells to alert the immune system; the significance of RANTES will be discussed later.) We now know that CXCR4 is a chemokine receptor too. What is especially interesting is that there are different strains of HIV that infect different types of CD4+ cells at different times during a person's HIV infection. One strain infects macrophages during the first phase of infection, and another strain prefers Th cells later after the disease progresses. As it turns out, macrophages express CCR5 and Th cells express CXCR4. It has been known for years that when a person is first infected with HIV, macrophages get infected first. A plausible explanation is that the strain of HIV that is responsible for initial infection requires CCR5 as a coreceptor and not CXCR4. As the infection spreads within a person, HIV is able to infect Th cells, which means it requires CXCR4 as the coreceptor. These discoveries are very recent so their impact is uncertain, but they do help explain much about HIV infection. 

[image: image7.wmf]
Figure 2. This diagram outlines what we know about HIV infection via its two coreceptors. HIV must bind to CD4, but also requires either CCR5 during the initial stages of HIV infection or CXCR4 during later stages of infection. 

NEWS ITEM: The coreceptors CCR5 and CXCR4 were identified in 1996 and allowed the 'simple' model described above. As of now there are at least 13 known coreceptors for HIV and SIV (simian immune virus). Many of the co-receptors have unknown ligands and are expressed by different cells within the body. CCR5 and CXCR4 appear to be central to infection but the jury is still out. (See Science 1998. Vol. 280 p 825)

     As is the always the case, these membrane proteins that bind viruses are not in the membrane for that purpose (this certainly would not be adaptive.)  Rather, they are there for some other purpose, and the virus exploits their presence to gain entry into the cell. CD4 is one of the molecules that allows Th to bind to antigen in order to become activated. Figure 19.18 illustrates the pivotal role of Th. CD4 is an integral membrane protein on the surface of the helper T cell and interacts with the Class II MHC, T-cell receptor, and antigen. It stabilizes the interaction of these three molecules. Chemokines are secreted by a wide range of cells and they alert immune cells (Th cells and macrophages) that there is need for immune cells to come to the area of chemokine secretion. 

Study Questions:

1.
What does the immune system do and, in general, how does it do it?

2.
Which arm of the immune system is most effective against protein and bacterial antigens?  Which arm is most effective against viruses and tumors?

3.
How do viruses target specific cells?  From an evolutionary perspective, explain why a cell would have a viral target in its membrane if this molecule allows the cell to be infected and killed.

4.
What is CD4 and what does it do? How is this molecule related to HIV?

5.
What are the other two coreceptors and where are they found? 

6. 
Which cells of the immune system are primarily targeted by HIV and when?  Why are these cells so important in immune function?  What roles do they play in the immune system?

7.
Describe the life cycle of HIV in detail. Understand what happens in each of the steps shown in the WWW reading.

8.
What is a retrovirus?  How does it differ from other viruses?

9.
What is gp160?  What does its name stand for?  What are the names of the subunits comprising this molecule?  Which of the subunits is involved in the attachment phase of the viral life cycle?  How is it involved in this stage? 

NEWS ITEMS: For many years it has been known that some people are exposed to HIV but never develop AIDS. This led some to hypothesize that HIV is not the cause of AIDS. New data have shed light on why a person can be HIV+ and not get AIDS. A group at the National Cancer Institute examined the amino acid sequence of CCR5 in 1,995 people. They found that there are a variety of CCR5 alleles in the population (genetic variation) and everyone they found who was homozygous for a “mutant” allele of CCR5 was not infected with HIV. This mutant allele has a 23 base pair deletion (note that it is not multiple of 3) which caused a non-sense mutation and the mutant protein never leaves the ER. A second study has been conducted with slightly different numbers, but both found that the HIV-resistant allele was more common in Caucasians (17% and 11% for the two studies) than in African Americans (1.7%) or Africans (0%). This may help explain part of why African Americans are over represented in the AIDS population. Some have speculated that one reason for this might be that HIV is not a new virus and that Europeans have been exposed to this before. Since genetic variation can lead to selective advantage (survival of an HIV epidemic), that would explain why Caucasians have a higher frequency of the resistant allele. (See summary by Jon Cohen. Science. Vol. 273: 1797-1798. 27 September, 1996; Samson et al., Nature. 382: 722. 1996; or Liu et al., Cell. 86: 367. 1996)

Recent results have made the mechanism of HIV infection even more complex and troubling. A French group has discovered that another molecule (called US28) can act as a coreceptor for HIV. Unfortunately, US28 is not a human protein but a viral one. The virus that contains the US28 gene is called cytomegalovirus (CMV) which is very common. It is estimated that 80% of the population has been infected with CMV. As it turns out, the molecular structure of US28 resembles CCR5. When the researchers put the US28 gene into cells that lacked either CCR5 or CXCR4, these cells that used to be resistant to HIV infection are now capable of being infected with HIV. So now the question is whether CMV has an active role in destroying the immune system in AIDS patients. For example, CMV might be able to infect cells that lack CCR5 or CXCR4 and thus provide a new host cell for HIV. (See summary by Michael Balter. Science. Vol. 276: 1794. 20 June, 1997.)
-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

Treatments for HIV and AIDS

     So, how can HIV’s life cycle be inhibited in a way that harms the virus but leaves the HIV-infected individual unharmed?  The major problem in finding effective anti-viral agents is that viruses use so many of our proteins in replication (e.g. DNA polymerase, RNA polymerase, glycosylation enzymes, ribosomal proteins, spliceosomes, etc.). HIV contains only nine genes encoding nine proteins. (The simplest retroviruses contain only three genes.)  All of the other proteins required for the viral life cycle come from our cells. For this reason, it is very difficult to inhibit a virus without inhibiting our own cells at the same time. Bacteria, on the other hand, are free-living organisms with their own enzymes. They have been separated from us by evolution for so many years that their enzyme systems are usually quite different from our own. Thus, we can treat bacterial infections with antibiotics which function by inhibiting the action of proteins or enzymes that are peculiar to bacteria and not shared by humans. Thus, you can fairly easily inhibit the growth of bacteria without harming yourself.

     While researchers have had a hard time devising such an agent, our immune systems specialize in making such fine distinctions. Thus, when we become infected with the flu, mumps, measles, chicken pox, etc., our immune systems can usually eliminate the invading virus without harming us in the process. However, in the case of HIV, the virus attacks the very cells that are responsible for its elimination. Thus, it knocks out our defenses leaving us unable to kill the virus or, as the disease progresses, any other microbe. Defenseless against microbial attack, AIDS victims are ultimately killed by microorganisms growing out of control in the body.

Study Questions:
1.
Why do strategies for producing anti-viral agents differ dramatically from those used to develop anti-bacterial agents?

2.
In general, what are antibiotics and how do they work?  Why don't antibiotics work against viral infections?

3.
Why isn't HIV eliminated from the body in the same way that the viruses that cause colds, flu, chicken pox and measles are eliminated?

--------------------------------------------------------------------------------------------------------------------

Due to the rush of recent research results, many new therapies are under development and at various phases of clinical trials. Here are some approaches that are being tested to cure AIDS. 

Focused reading: 
p 375 figure 19.25

     Example #1 It has been known that Tc cells (also called CD8+ cells) are capable of secreting a “factor” that is capable of stopping the spread of HIV. At a meeting in December of 1995 (Science 270: 1560.), several research teams (including one headed by Robert Gallo who is helped discover HIV in the first place) announced that they had discovered this mysterious and elusive “factor”. With hindsight, it’s easy to see why identifying this factor was so difficult - it is actually three factors that work as a group. The factor is comprised of three chemokines RANTES, MIP1-, and MIP1-. (The names are acronyms that stand for Regulated-upon-Activation, Normal T Expresses and Secreted; Macrophage Inflammatory Protein #1- a and 1-b.) Although the mechanism for inhibiting HIV replication is not known, the more recent discovery that CCR5 is a coreceptor is very exciting because it is known that RANTES binds to CCR5! For the first time in years there is a lot of optimism for discovering a way to treat and/or prevent AIDS. The most obvious explanation is that these three factors bind to CXCR4, CCR5 resulting in the inability of gp160 to bind to CD4+ cells. There are at least 14 pharmaceutical companies that are developing drugs that will interfere with HIV’s ability to bind to CCR5 and/or CXCR4. (For more information, see the excellent summary: Science 275: 1261-1264. 28 February, 1997.)

WWW Reading: 
Life Cycle of HIV - Reverse Transcriptase

     Example #2: Interfering with reverse transcription of viral RNA: In a second therapeutic approach which interferes with the viral life cycle, about a dozen drugs have been developed which interfere with the process of reverse transcription. As of April 1997, the FDA (Food and Drug Administration) has approved 7 out of 11 of these drugs by for treating HIV infection and AIDS. The most popular drug treatment for AIDS is AZT. This drug's chemical name is 3'-azido-2', 3'-deoxythymidine. AZT and six other drugs (only four of the six have FDA approval) are nucleoside analogs. One might ask, "What is a nucleoside?"  Well, you know what a nucleotide is because you've encountered them over and over in looking at how DNA and RNA are synthesized and in looking at the energy molecule ATP (a triphosphonucleotide). The basic structure of a nucleotide is this:

[image: image8.wmf]
Nucleotides have three components: nitrogenous base, a ribose sugar and one, two or three phosphate groups. ATP, GTP, CTP, TTP, ADP and AMP are all nucleotides. A nucleoside is simply a nucleotide without any phosphate groups. It looks like this:

[image: image9.wmf]
     In making the nucleotides it needs to make DNA, RNA and the energy molecules, the cell takes nucleosides and phosphorylates them. Thus, nucleosides are the starting material for the manufacture of nucleotides. 

     A nucleoside analog is a molecule that looks so much like a naturally occurring nucleoside that the cell mistakes it for the real thing, makes it into a nucleotide and then incorporates it into DNA or RNA in the place of the naturally occurring molecule. For instance, AZT looks very much like the nucleoside precursor of thymidine. Below is the structure of AZT. (Compare it with the structure of thymidine). 

[image: image10.wmf]
     You will notice that the nitrogenous base component (thymine) of both compounds is identical. The ribose of AZT does not have an oxygen on carbon #2’ making it this sugar deoxyribose. The only difference in the molecular structure between normal deoxyribose (p 84) and this deoxyribose is the N3 group (the azido group is N3, the same compound we used in the Ames test - sodium azide) on carbon #3’ in AZT. If you look at the chemical name of the compound, it actually 3'-azido-2',
3'-deoxythymidine. It tells you that the molecule is thymidine (has a normal thymine base in it), that it is deoxythymidine (meaning that it contains deoxyribose (missing an oxygen on carbons), that it also is missing an oxygen on carbon #3’ and that it has an azide group there instead. Chemical names are exquisitely meaningful if you know how to interpret them. They tell you the actual structure of the molecule (take organic chemistry to understand biology fully).

     Because the thymine part of the molecule is identical in thymidine and AZT, the cell mistakes AZT for thymidine. Thus, AZT functions as a thymidine analog in the cell. While you could certainly make nucleoside analogs for cytosine, adenosine, and guanosine, if you are trying to interfere with DNA replication, you are much better off using a thymidine analog because RNA does not use thymidine (it uses uracil instead) and therefore the normal process of protein synthesis so important to cellular life will not be affected.

     When reverse transcriptase incorporates AZT into the growing DNA strand instead of thymidine, no further elongation of the DNA strand can occur. In other words, AZT stops replication. Normally, in DNA replication, the next nucleotide is added by dehydration synthesis to the OH group of the 3' carbon of the previous nucleotide. However, in AZT, this OH group has been replaced by an azide group and, thus, the next nucleotide cannot be added (no hydrogens and oxygens to 'dehydrate' into water). You have encountered this concept before in looking at DNA sequencing technology where dideoxynucleotides prevented strand elongation. In fact, the other two FDA approved drugs in this class are dideoxynucleotides that stop DNA synthesis in the same manner as AZT.

     Because they inhibit DNA synthesis, AZT and other nucleoside analogs inhibit the ability of reverse transcriptase to make a cDNA copy of itself. This step is crucial to the viral life cycle. If it is inhibited, viral replication will be blocked and the virus will "die."  

     The principle limitations of AZT therapy are: 1) it is not a cure for the disease; 2) the half-life of the drug is fairly short, requiring that patients take tablets approximately every 4 hours; 3) its ability to extend the life of the AIDS victim diminishes with time (drug "tolerance" develops); 4) the drug does not appear to delay the onset of AIDS in asymptomatic HIV+ individuals; 5) the drug is expensive, costing approximately $7,000 per year; and 6) AZT has a number of toxic side effects including nausea, rash, insomnia, vomiting, malaise, headache and severe anemia. Only 60% of AIDS patients can tolerate AZT therapy for more than one year. 

     A problem with the widespread use of AZT is the development of AZT-resistant strains of HIV. The use of any anti-microbial drug will act as selection pressure on the microbial population (evolutionary selection at a microscopic level). If a mutation occurs that that allows the microbe to live in the presence of the drug, the widespread use of the drug will give this mutant a competitive advantage over non-mutated microbes that were killed by the drug. Thus, the widespread use of AZT is undoubtedly favoring the development of an AZT-resistant strain of HIV. Such a strain, or strains, certainly exist and may be responsible for some of the cases in which AZT has lost its effectiveness in certain individuals. 

WWW Reading:
Life Cycle of HIV - Viral Protease

     Example #3 is what made helped make David Ho (an AIDS researcher) Time magazine’s Man of the Year for 1996 and Science’s Breakthrough of the year 1996. This approach is the second generation based off of the previous example and utilizes a cocktail of three drugs simultaneously - AZT, a non-nucleoside analog that inhibits RT (two of the four available have FDA approval), and a protease inhibitor (there are four FDA approved inhibitors available). As you will remember, HIV must have its multi-protein complexes cut into functional pieces in order to survive. Once the three dimensional structure of the protease was determined, many companies and researchers rushed to develop drugs to block its action. This has lead to a significant reduction in the number of HIV particles in the blood of AIDS patients. Unfortunately, there are still some negative side effect and now the cost of treatment has risen to about $12,000 per person per year.

NEWS ITEM: There is an ethical dilemma when it comes to testing drugs. As you know from your laboratory work, every experiment must have a control. When new drugs are being tested, you must administer a placebo to a subset of the people in order to see how well they do without any treatment. The triple drug cocktail has been so successful, that the experiments have been canceled before they were completed because the group getting the treatment was doing so much better than the control group. But the fact remains that the experiment was not carried out completely. If allowed to continue, would the control group have appeared more similar to the experimental group? No one knows for sure and when testing a live saving drug, it is difficult to watch the control group get worse knowing that you might be able to prolong their lives if they were unluckily placed in the control group. (See summary by Jon Cohen. Science. Vol. 276: 520-523. 25 April, 1997)

A new compound called calanolide-A has been isolated from trees in Malaysia that blocks reverse transcriptase in the lab. This is being developed for clinical trials. But an even cleverer trick has been designed. The problem has been to deliver a deadly compound to lymphocytes that are infected with HIV but not healthy lymphocytes. Researchers at the National Institutes of Health have created a virus that expresses CD4 and coreceptors for HIV. These engineered viruses should bind to cells expressing gp160 and infect them. If the virus delivered a deadly cargo, then only infected lymphocytes would be destroyed. (Science 277: 1606. September, 1997)
Study Questions:
1.
Explain the mechanism AZT uses to produce its anti-HIV effects.

2.
What is a nucleoside?  How does it differ from a nucleotide?  

3.
If you are given the structure of 2'-deoxythymidine, be able to change the structure into AZT.

4.
Explain how the widespread use of an anti-microbial drug actually stimulates the development of a drug-resistant microbial strain. 

5. 
What is a protease inhibitor and how does it fight AIDS/HIV?

6. 
What drugs are in the triple cocktail drug treatment for AIDS?

-------------------------------------------------------------------------------------------------------------------

Vaccines for HIV?

     On May 18, 1997, as a part of a commencement address at Morgan State Univ. in Baltimore, President Clinton called for the production of an AIDS vaccine within the next 10 years to be “a new national goal for science in the age of biology.” Earlier, the National Institutes of Health (NIH) named Dr. David Baltimore (a Nobel laureate) to head a new AIDS Vaccine Research Committee. 

NEWS ITEM: (An example of politics and science) Dr. Baltimore acknowledged in an interview that he was hesitant to accept the position until after the November 1996 elections. Had the Democrats retaken control of the House of Representatives, Rep. John Dingell (D-MI) would have become chaired the subcommittee that oversees scientific misconduct. Dingell had aggressively accused Baltimore of being a knowing coauthor on a research paper that contained falsified results - Baltimore was later proven innocent. “I certainly did feel that if the House became Democratic, I had to come to some understanding with [Dingell] before I could take the job.” (See Science. Vol 274: 2005. 20 December, 1996.)
    In order to understand how vaccines are developed, we need to return to the immune system and see how vaccinations protect against disease.

Focused Review: 
p 360 "Immunological memory ..." stop at “Animals distinguish..."

     Before vaccines were developed, the only way for a person to become immunized to a disease was to get the disease and survive it. Given the nastiness of most infectious diseases, this was a pretty grim prospect, and most individuals died in their youth of infectious disease. If an individual contacts and survives a disease, he/she is immune to that disease, at least for a while. Thus, if you survived the bubonic plague, you could safely care for other victims and be protected from contracting the disease again. This immunity to disease is due to a feature of the immune system called immunological memory. When lymphocytes encounter an infectious organism for the first time, they are not prepared to fight off the infection and you become sick. Slowly, through expansion of the anti-microbial lymphocyte population and genetic changes in the lymphocytes themselves, you acquire memory for the infectious organism. If you survive the first round of illness, this memory remains in place and the next time you encounter that same microbe, you "remember" it and can fight off the infection before the microbe makes you sick. Immunity is specific for a given microbe. Thus, immunity to influenza will not protect you from tetanus. Because lymphocytes interact specifically with foreign antigens, they develop specific memory.

     Because the immune system functions by recognizing foreign molecular shapes, it will respond the same way regardless of whether or not an antigen is harmful. This immune system characteristic is exploited in the development of vaccines. A vaccine is a harmless version of a pathogen that has the same shape as the pathogen but has been altered in some way to make it unable to cause disease. Vaccines are impostors -- they look like dangerous microbes to the body, but they are not. The body raises an immune response (including a memory response) against that particular foreign shape, and the next time you encounter that shape (this time in the form of the real pathogen), your immune system will "remember" the previous encounter and destroy the pathogen before it can make you sick. Thus, you get the immunity without having to contract the disease.

     In the developed world, childhood immunizations for many viral and bacterial diseases can be routine. We can vaccinate against the viral diseases measles, mumps, rubella, polio, rabies, yellow fever, small pox and hepatitis B; and against the bacterial diseases tetanus, diphtheria, whooping cough, pertussis, cholera, plague, tuberculosis, hemophilus influenza type b, meningitis, and pneumococcal pneumonia. 

     The very first vaccines were surrogate pathogens. Surrogate pathogens are microbes that naturally look like the real thing, but are not pathogenic. The best example of this is the very first vaccine ever developed the vaccine against small pox. Small pox was a virulent and deadly scourge that, along with the bubonic plague, has threatened most of the known world since the beginning of recorded history. Edward Jenner, an English physician in the 18th century, noticed that milkmaids very infrequently contracted small pox, even when the disease swept through their villages, afflicting almost everyone else. Jenner noted that cows sometimes contracted a very mild disease that had some of the symptoms of small pox (most notably open skin lesions.)  The cow version of the disease was called "cow pox."  Suspecting that milkmaids were is some way protected through their contact with cowpox, Jenner, who must have been a very gutsy guy, scraped some of the tissue from one of these open sores from an infected cow, and injected the material into a young boy. He then exposed the boy to small pox (from an open sore of a small pox victim.)  The boy did not become sick from small pox. (Biomedical ethics committees would have you locked up for doing such a thing today!)  Thus, Jenner discovered a way to protect against small pox. He called this potion a "vaccine" (after "vacca", Latin for "cow.") [This is also an example of how important it is to keep your eyes open and study many different organisms -- prevention of a lethal human disease can be aided by knowing cow diseases!]

NEWS ITEM: Small pox has been completely eradicated from the human population. The small pox virus is present in only two places on earth -- in a vial at the Center for Disease Control in Atlanta, and in a vial in a comparable institution in Moscow.  Scientists are currently debating whether these vials should be destroyed, thus causing the extinction of the small pox virus. Some argue that the risk of escape is too great and the human population is now largely unprotected. Since the 1970s, people have not been immunized against small pox because the disease is no longer a threat. An escape of the virus now would cause heavy casualties. (Anyone up for writing an international terrorist novel around this theme?)  On the other hand, scientists argue that it is a mistake to cause the extinction of this important virus before we do not really know what questions we would like to ask about its structure and function. We know so little about viruses that we don't even know what questions to ask, and if we destroy the virus now, we will lose the answers to those questions forever; answers that may save lives if applied to the control of other viruses. What do you think?
     We have come a long way since Jenner scraped cow sores and injected them into people. Today, we have a dazzling array of genetic engineering techniques at our disposal in the development of hi-tech vaccines. Since 1986, more than 15 AIDS vaccines have been engineered and tested in humans. Here are two examples:

1.
Live, attenuated virus. These vaccines are living viruses that have been altered in some way to make them non-pathogenic even though they remain alive (like removing the fangs of a snake). Microbes can be attenuated by treating them in various low tech ways (e.g. adding certain chemicals to their media) or high tech ways (e.g. removing a gene that is necessary for infectivity, but not necessary for life). Live, attenuated vaccines give the most vigorous immunity because they behave like the real thing in the body -- they go to the same tissues, actually invading the body as a pathogen would, and are seen by the immune system in the same way as the pathogen. However, in the case of HIV, investigators have been reluctant to use this approach. Because the disease is virtually 100% fatal and because the attenuation process may not be 100% successful, the chance of a pathogenic virus being included in the vaccine is too great. Also, investigators have felt that, with all the other recombinant DNA technology available, they should be able to develop a safe, effective vaccine without resorting to the use of live, attenuated organisms. However, so far, alternative methods have failed to produce a vaccine, and, in December 1992, a group of investigators reported that they could prevent infection by Simian Immunodeficiency Virus (SIV) using a live, attenuated SIV virus with one gene removed. These are the best results to date, and may cause the AIDS research community to rethink their resistance to the use of live, attenuated vaccines. In December of 1995, HIV+ individuals who have never contracted AIDS were studied. In one study, all of the individuals had HIV strains that lacked the nef gene, which is necessary for a vigorous infection. There is increasing interest in this approach for vaccination.

NEWS ITEM: Dr. Baltimore’s group has recently shown that the nef protein can actually make HIV undetectable to our immune system. It appears that when a cell makes nef, it also makes less MHC I molecules, the same molecules that help Tc identify which cells are virally infected. Maybe this explains why the nef- strains of HIV are not as potent as their wild-type relatives. (See Science. Vol 276: 1196-1197. 23 May, 1997.)
2.
Cloned Envelope Glycoproteins (also called Subunit Vaccines because they contain only a subunit of the virus, not the entire organism.)  These are the safest vaccines because there is no virus present to cause an infection. By applying genetic engineering techniques (all of which you have encountered already in this course) investigators have cloned gp160 and gp120, placed the cloned genes in expression vectors, and made large amounts of the glycoproteins. The idea, of course, is that gp160 and 120 are foreign to humans and should elicit an immune response. This immune response should then be able to see the natural gp160 or 120 on the surface of a real HIV, and target it for destruction (thus destroying the virus).


     These vaccines have been shown to produce an antibody response that reacts with HIV. However, they are not especially effective at preventing infection by HIV, though antibodies can protect us from other viral infections. However, these glycoproteins are not being presented to the immune system in the same manner that they would be if they were embedded in the envelope of a virus. Thus, the immune system may respond with the wrong kind of immunity. When foreign soluble proteins (such as recombinant gp160 and 120) are injected into humans, an antibody or humoral response predominates. Antibodies are effective against soluble antigens because they can bind up and neutralize soluble protein. However, when membrane-bound molecules are presented to the immune system, they tend to stimulate a cell-mediated immune response aimed at killing the cell bearing the antigen. This is the arm of immunity that is responsible for eliminating viral infections. For that reason, research is underway to attempt to bind gp160 and 120 into more natural, membrane-bound configurations (e.g. binding the glycoproteins into liposomes or into large lipid-protein complexes) in an attempt to stimulate the correct type of immune response to protect against viral infection. As a result, many researchers are looking for vaccines that will stimulate a Tc response. 

NEWS ITEM: In June, 1994, two gp120 vaccines were considered by the NIH for large scale trials but the NIH determined that the data were not strong enough to justify the expense so neither vaccine was examined further. The companies took their vaccines to Thailand, where there is a severe HIV epidemic and convinced members of the Thai government to conduct a large-scale trial. Now other members the Thai Ministry of Health want the trial canceled since the data analyzed by the NIH are not strong. The manufacturer of one vaccine, Genentech, has raised $24 million dollars from investors for the Thai trial and calls the attacks “myopic”. They expect the trial to begin in 1998. (See Science. Vol. 276: 1197. 23 May, 1997.)
     While progress toward an HIV vaccine has been slow, this degree of difficulty is typical in the development of viral vaccines. The vaccine for hepatitis B took 17 years to develop. However, HIV presents some unique problems to investigators who are trying to develop effective vaccines.

1.
HIV has an extraordinarily high mutation rate in the genes for its membrane glycoproteins. The membrane glycoproteins are really the only part of the virus that immune system will be able to "see" since immune cells can only see the outside of structures. These glycoproteins mutate at a very high rate. Thus, a glycoprotein vaccine developed against one strain of HIV may be entirely useless against another as the virus continually changes the shape of its surface glycoproteins. In the case of influenza, a new vaccine must be developed by the Center for Disease Control every year because the changes in the surface protein shape caused by viral mutations make last year's vaccine unusable. HIV mutates 65 times faster than influenza. [Retroviruses tend to mutate at high rates, possibly because reverse transcriptase has poor editing abilities. Thus, the mistakes that are usually fixed by DNA polymerase during DNA replication are not fixed by reverse transcriptase. These mutations get incorporated into the viral genome and are passed on to the next generation of viruses.

2.
HIV is a retrovirus and, after it has integrated into the host genome as a provirus, it can lie dormant for many years. During this period, it produces no protein products so it cannot be detected by the immune system. Thus, the immune system is powerless to eliminate the virus when it is in its latent stage.

3.
The lack of a suitable animal model for the disease. Because the disease is species specific, no animal model can be used to test vaccines in a faster, more efficient manner than are allowed by the ethics of human trials. Chimpanzees (our closest relatives) do become infected with HIV, but they do not develop AIDS, and their use as test animals poses an increasing threat to the already dwindling chimpanzee population. While the pharmaceutical industry is pushing the World Health Organization to relax restrictions on the importation of chimpanzees from Africa, scientists warn that this could have a devastating effect on wild chimpanzee populations, threatening their extinction. Some degree of relief to the primate population has come with the bioengineering of a mouse that contains a human immune system (called the SCID/hu mouse.)  This mouse normally has a severe genetic immunodeficiency disorder that destroys its own immune system. A human immune system can then be seeded into the animals at birth. While HIV does not infect these animals in exactly the same way it does humans, some limited experiments are possible using this model.

NEWS ITEM: With the identification of the coreceptors for HIV, many research teams are racing to develop animal models for HIV. They can introduce human CD4, CCR5, and CXCR4 genes into animals in hopes that they will be able to be infected with HIV and develop AIDS. Unfortunately, not even this is a simple as you might think. It turns out that mouse cells grown in culture do not support the growth of HIV as well as human cells do. However, rabbit cells appear to be better hosts, so some teams are trying to engineer rabbits instead of mice. To give you an idea how specific HIV is for CCR5, the mouse CCR5 cDNA has been sequenced at it is 82% identical to the human protein and yet HIV cannot bind to the mouse CCR5. (See Atchison et al., Science. Vol 274: 1924-1926. 20 December, 1996)
Study Questions:

1.
How is immunity developed?  What is immunological memory?

2.
How do vaccinations work?  What features of the immune system make vaccination a viable approach to the prevention of microbial disease?

3.
Discuss the aspects of HIV infection and AIDS that make it especially difficult to develop a vaccine.

-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

Diagnosis of HIV+ Individuals

WWW Reading:
ELISA for HIV

     A blood test for HIV infection has been available for over 10 years. This test does not actually detect the virus in the blood, but rather it detects the presence of anti-HIV antibodies in the blood. If you are infected with HIV, you will make antibodies against the virus, thus allowing the detection of the virus through this indirect route. Antibodies are found in the serum (the fluid part of the blood minus the proteins that cause blood clotting) and, therefore, if the test shows that you have antibodies against HIV, you are said to be seropositive. If you do not have antibodies against HIV, you are said to be seronegative. If you were seronegative, but are now seropositive, you are said to have seroconverted. Because it takes from six weeks to six months for the level of anti-HIV antibody to rise to detectable levels, you can be HIV+, but seronegative. If you think you may be infected with HIV, get a blood test. If it comes up negative, get another blood test six months later. Ninety-five percent of HIV+ individuals will seroconvert within six months of infection. However, some investigators have reported that seroconversion may not occur for up to 36 months in rare instances.
     The screening test for HIV is called an ELISA (Enzyme-Linked ImmunoSorbant Assay; invented by Eva Engvall of Sweden). This assay is based on the same principles as immunocytochemistry. In one version of the assay, the HIV virus glycoproteins are purified and stuck onto the bottom of the wells in a 96-well plate. Blood is drawn from the individual being tested. The blood cells are removed by centrifugation leaving the fluid component, called plasma. The individual's plasma is diluted and placed in a well containing HIV protein. As in all good experiments (especially ones that determine if someone has a lethal disease) control wells are included in the test. Negative control wells are filled with plasma from a person known to be HIV negative and plasma from the person being tested is put in a well that does not contain any HIV antigen. Positive control wells are filled with plasma from a person known to have high concentrations of anti-HIV antibody in his/her plasma. 

    The next steps should seem familiar. After an incubation period, the excess plasma is washed off, and a secondary antibody is added, usually a mouse anti-human immunoglobulin that has horseradish peroxidase conjugated to it (similar to turnip peroxidase). Antibodies are immunoglobulins, so everywhere human anti-HIV antibody has bound to the HIV glycoproteins lining the well, the secondary mouse antibody will bind, bringing along the enzyme peroxidase. If no antibody against HIV is present in the serum, nothing will bind to the HIV glycoproteins and the secondary antibody will also have nothing to bind to, so it will be washed away along with its peroxidase. In the final step, a peroxidase substrate is added to every well. This substrate is colorless when added but peroxidase will turn it into a colored product. Thus, a change in color in a well indicates a positive result. The ELISA is diagrammed below. 

[image: image11..pict]
The change in color is measured by a plate reader  (just like we did in lab) and the results are expressed in optical density units (OD units). A low OD indicates a negative well with no colored product, while a high OD indicates the presence of antibody against HIV, or a positive test result.

     The ELISA assay is the most inexpensive assay for the presence of HIV antibodies. However, it is not the most reliable assay available. The American Red Cross estimates that the ELISA is accurate 99.8% of the time. In two times out of 1000, however, it will give a false negative or false positive reading. A false negative is a test that fails to detect the presence of anti-HIV antibody when it is present in the plasma. A false positive is a test that detects the presence of anti-HIV antibody when it is not present in the plasma. In the case of HIV, both types of errors can be devastating. Therefore, if a blood sample scores a positive result in the ELISA, a second test is performed. This second test is called a Western blot and it is more reliable than the ELISA is, although considerably more expensive due to the time involved.

     You have already encountered the Southern blot in Unit II. In this technique, restriction fragments of DNA are electrophoresed and then transferred to a piece of nitrocellulose where the DNA is hybridized with a probe. Two other types of blots are based on the same idea. In the Northern blot, RNA is electrophoresed and then blotted and probed. In the Western blot, protein is electrophoresed and then blotted and probed with an antibody rather than DNA. [A scientist named Dr. Southern developed the Southern blot. In naming the Northern and Western blots, the developers took advantage of the fortunate coincidence that Dr. Southern's name has three directional alternatives. No Eastern blot exists but a scientist with Asian heritage and a sense of humor developed a Far Eastern blot (detects protein binding)]

     In the Western blot for HIV, the virus is highly purified and taken apart into its individual protein molecules. These molecules are electrophoresed and separated by molecular weights and blotted to nitrocellulose. As was done in the ELISA, these Western blots are incubated with plasma from the individual being tested, washed, and a secondary antibody conjugated to peroxidase is added. The blot is washed and soaked in a clear substrate that precipitates and turns dark when acted upon by peroxidase. Thus, all bands to which anti-HIV antibody is bound will turn dark when the substrate is added. Dark bands indicate a positive test, and, because the individual HIV proteins are separated by this technique, the test will also show against which HIV proteins the individual's antibodies are directed. If the Western blot results come back positive, the individual is considered HIV+ and is notified of that fact. 

     Both screening and confirmatory tests for seropositivity test only the presence of antibody to the virus. While it is not used to screen the general public because of it expense, there is a test available that detects the presence of the virus inside T helper cells. The test is based on a general technique used to make many copies of a specific piece of DNA called the polymerase chain reaction (PCR; the same method we use in our last two labs). This test is used in experimental situations where it is absolutely essential to know whether or not someone is HIV+. 

Focused Reading: 
p 214 "The polymerase chain reaction…" to end of chapter



p 215 fig 11.21

WWW Reading:
Cartoon of PCR Method

     When PCR is used to clone DNA, one can start with a single copy of the human genome. In three to four hours, over one billion clonal copies of the DNA of interest can be made. Because the DNA primers are specific for the HIV gene you wish to amplify, in many cases you need not purify the DNA before you begin. In using this technique to detect the HIV virus, DNA is extracted from the white blood cells (which include T helper cells) of the individual being tested. This DNA is incubated in the presence of a pair of DNA oligonucleotides to act as DNA polymerase primers (of about 20 bases) which are complementary to a base sequence present only in the HIV viral genome and not humans. Thus, these primers will begin the process of amplification only if the viral DNA has been incorporated into the white blood cells of the individual. The resulting PCR product is electrophoresed to see if the band of the expected size is present. The PCR technique is so sensitive that it needs only one copy of the viral DNA in order to amplify it and allow its detection. Conversely, it only takes one stray cell to contaminate the sample. 

Study Questions:

1.
What is seroconversion?  Why is it called this?  What is the difference between being seropositive for HIV and being HIV+?

2.
Describe the ELISA as it is used as a test for HIV.

3.
What is a false negative result?  A false positive?

4.
What is a Western blot?  A Northern blot?  A Southern blot?  What do all these blots have in common?  How are they different?

5. Describe the Western blot as it is used as a test for HIV?  Why is this test used as a confirmation of a positive ELISA result?

Note: Another detection method hat relies on Western blot technology is the home pregnancy test. These tests are so reliable that gynecologists now tell women to use them rather than ordering tests from an outside lab. http://www.whfreeman/purves6e tutorial 19.2 goes over how they work and how they have been designed to include the all important ‘control’

6.
Describe the polymerase chain reaction. What reagents are required?  What does this procedure do?  In general, what are the steps in this procedure?

7.
Describe the use of PCR to detect the presence of HIV. Why is this test far more accurate than the Western blot?  Why is it not used as the routine screening test for HIV?

-------------------------------------------------------------------------------------------------------------------
Future Directions

     The major unanswered question is how the virus actually suppresses the immune system. Th cells play a pivotal role in the function of the immune system. Because HIV infects Th cells, it has been assumed that HIV spreads from Th to Th, killing the cells as it goes, until so few Th cells remain that normal levels of immunity cannot be maintained. 

     It is certainly the case that Th cells are destroyed during the progression to AIDS. Normal Th cell levels are about 1,000 cells per ml of blood. By the time of the onset of AIDS, these levels have usually fallen to 200 cells/ml, and may fall to zero by the time of death. When the Th cell level falls below 500 cells/ml, opportunistic infections begin to occur, and by the time the cell count falls to 200 cells/ml, these infections begin to occur regularly. AIDS used to be diagnosed at the onset of opportunistic infections. However, because the disease progresses differently in different individuals and the diagnosis of AIDS brings government-sponsored medical benefits to the individual, a more uniform guideline for AIDS diagnosis was required. Since April 1992, AIDS has been diagnosed when the Th cell count falls below 200 cells/ml (an 80% reduction). This new definition increased the official number of AIDS cases in the United States by 55%.

     While we know that AIDS victims have very low Th cell counts and suffer and die from infections that are caused by the absence of a functional immune system, we do not know how HIV produces this crippling state. There are currently three competing theories for how HIV destroys the immune system:

1.
HIV kills Th cells directly

2.
HIV stimulates other components of the body (Tcs?) to kill Th cells

3.
HIV causes Th cells to commit suicide

     For years, theory #1 was assumed to be true. However, several years ago it was found that, at the time in disease progression when the patient is losing Th cells at the fastest rate, very little virus was present in the blood. This caused several investigators to wonder how HIV could be directly responsible for T cell death. However, there was considerable resistance among AIDS investigators to the idea that the direct killing hypothesis may not completely explain the disease. This hypothesis was vindicated to some degree by PCR analysis of lymph node cells from AIDS patients which showed that virus infects T cells in the lymph nodes and spreads in these organs throughout the course of the disease. Thus, the "latent" period of HIV infection may not be classical latency at all, but rather a period of incubation in the patient's lymph nodes.  

     Despite these findings, some troubling contradictions remain unanswered by the direct killing hypothesis. For example, investigators have known for some time that some strains of HIV are not able to kill Th cells in culture (in vitro) while others are. Yet, in experiments using mice with human immune systems, investigators found that the non-cytotoxic strains were able to deplete Th cells in the animal (in vivo) at a faster rate than the cytotoxic strains. It may be the case that the virus makes the T helper cell a target for destruction by Tcs or some other immune system cell. Thus, according to this theory, the virus simply marks the T helper for destruction, but does not destroy the cell itself.

     In support of the third hypothesis, T helper cell suicide, investigators have shown that, if you take HIV+ T helper cells from the body and stimulate them with antigen, they will commit suicide, a process called apoptosis or programmed cell death. Normal cells will begin to divide and differentiate, but HIV+ cells will die. Thus, according to this hypothesis the virus does not directly kill the T helper cells, but rather it programs it in some way to kill itself at a later time. Spooky, eh?  Of course, these three theories are not mutually exclusive, and all three processes may be acting to destroy T helper cells.

NEWS ITEM: It is believed that macrophages (or other immune cells with analogous functions - e.g. dendritic cells throughout the body, astrocytes and microglia in the CNS) are the other central player in HIV infection that needs further study. Many believe that the macrophage is the reservoir for HIV. Think about this - where do all the viruses come from if Th cells are mostly dead? Secondly, many HIV proteins are neurotoxins and an HIV+ macrophage kill neurons and lead to the development of neurological symptoms that up to one third of all AIDS patients develop. Another factor is how HIV can cross the blood-brain barrier. It is reported that astrocytes can be infected but produce few viruses. Finally, the reason Th cells die has never been explained, but many feel that infected macrophages may induce apoptosis in astrocytes and maybe Th cells as well. (See summary by Michael Balter. Science. Vol. 274: 1464-1465. 29 November, 1996.)
     Finally, everyone wants to know how HIV can evade cytotoxic T cells so well. Activation of the Tc requires the interaction of the T cell receptor on the Tc with a MHC Class I molecule that is displaying a viral peptide. In November 1995, it was shown that viral peptides in MHC I molecules that vary only slightly from the Tc recognizable peptide can inactivate (or anergize) the Tc (remember the News Item describing the effects of nef on MHC?).

     We raise the issue of how HIV causes AIDS to allow you to see that the "obvious" answer is not always the right one, and it is extremely important to keep an open mind about things, even when a dominant theory makes perfect sense. For every natural process there are many, many explanations that make perfect sense, though most are false. Truth in science does not depend on the quality of a rationale. Rather, it depends on the quality of evidence, gathered through work at the laboratory bench.

Major Stories to Follow:

1) Dr. Mary Klotman at Mount Sinai School of Medicine has isolated a different factor (a very small protein) that appears to suppress HIV. She calls this factor CD8+ Antiviral Factor (CAF). Science. Vol. 276: 1197. 23 May, 1997.
2) The late Dr. Angeline Douvas at UCLA has found that people infected with a harmless goat virus (caprine arthritis encephalitis virus - a distant relative of HIV) produce antibodies that bind to HIV. She will pursue this line of research by conducting epidemiological study to see if people infected with the goat virus have a lower incidence of HIV infection. Science. Vol. 276: 1197. 23 May, 1997.
3) Dr. Miles Cloyd at UT-Galveston has found that HIV was unable to reproduce in about 15% of the Th cells he isolated from randomly chosen individuals. The significance of this story is that HIV is able to infect the cells, but once inside, it fails to reproduce. If this story holds up, it would suggest a different mechanism is available from simply blocking the entry of HIV. Science. Vol. 275: 1258. 28 Feb., 1997.

4) Antisense therapies are making a comeback in many areas and AIDS is no exception. Antisense technology is fairly simple in theory, but has many practical obstacles. Since all proteins are derived from mRNA, if there were a way to insert a molecular sponge to soak up all the HIV mRNA, then you would have killed HIV. To do this, you synthesize a short piece of RNA or DNA that has the complementary sequence to your target mRNA. When these two sequences get together (base pair), the mRNA cannot be translated and it is destroyed by the cell (see p 364 and fig 16.13 for more) The two big tricks are; a) which sequence do you choose that will bind to only HIV mRNA and b) how do you get these antisense molecules inside cells? There as been a great deal of improvement in part b, and only trial and error will solve part a.

-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

III. Genetic Engineering
     There are two major areas of genetic engineering - cloning and creating transgenic organisms. We will look briefly at cloning and then focus on transgenics.

Focused Reading:
p 296-99 last paragraph, stop at "Genes are…"

WWW Reading:
How to Clone Your Own Dolly

Cloning Organisms

     Plants are very easy to clone, in fact many do it naturally. When a plant sends out a runner and establishes a new individual without reproducing sexually, that is cloning. Cloning means the production of genetically identical individuals. When you take a clipping from one plant, put it in some water until it has roots and then plant it, you have cloned an organism. Scientists have learned how to clone more plants by starting with single cells and growing them in tissue culture. But the big news in 1997 was cloning a mammal.

     Animals in general and mammals in particular have been more difficult to clone. Amphibians have been cloned before but it was not until Dolly stunned the world (see the cover of March 10, 1997 issue of Newsweek). Previously, mammals had been cloned naturally and in the lab by separating embryonic cells and allowing each cell to grow into a different individual (thus identical twins). But Dolly was the product of a mature nucleus and an undeveloped cytoplasm (see WWW reference). But there are some problems with this type of cloning. Your chromosomes are like batteries - they are designed to keep going for a set length of time but eventually, they do expire. (Even the Energizer Bunny will die at some point.) The telomeres of chromosomes are the limiting factor and every time your chromosomes replicate, a little bit of the life span of your telomeres is lost. So what will happen to Dolly? Will she die at an early age? If so, with a sample size of one sheep, can you make any conclusions?   

NEWS ITEMS: As of August 1998, sheep, cows, and mice have been cloned from somatic cells. Some wonder if this technology could lead to way to save some endangered species from extinction. This leads to a hot debate on where conservation money should be spent, but cloners do have a unique argument. In species such as cheetahs where the gene pool is too small for long-term survival, there is a need to introduce new alleles into the breeding population. Years ago, researchers isolated and froze cells from adults. Now it might be possible to use the nuclei from these frozen cells to produce new animals with different alleles to be introduced into the population via normal matings. (Science Vol. 276: 1329. May, 1997)

     To date, cloning is primarily used in plants and certain animals, so it is more a novelty at this point compared to the bigger technology of producing transgenic organisms. 

Transgenic Organisms

Focused Reading: 
p 325-8  "DNA manipulation…" stop at "DNA fingerprinting…"

WWW Reading: 
A Portable Gene Gun





Making Trangenic Livestock

     Throughout Units II and IV, we have introduced the idea that genes can be moved from one organism to another where they can be expressed as the protein product. The transfer of genes to expression vectors is an example. However, this technology can also be used to move genes into more complex, multicellular creatures such as laboratory animals, livestock, and plants. Such transplanted genes are called transgenes and the organisms that bear these genes are said to be transgenic organisms. 

     In the case of unicellular organisms or cells in culture, you simply have to put the DNA in with the cells, create conditions that enhance DNA uptake, and wait for the cells to take up the DNA. However, if you want to create and entire multicellular organism that contains the transgene in every cell of its body, you have to put the gene in the embryo of the organism (for animals at least, see below for plants). In that way, the transgene will be replicated along with all the other genes of the organism, and passed on to every daughter cell. This type of genetic engineering is called germ line engineering because, once the gene is incorporated into the embryonic cells, it is present in all of the cells of the resulting adult, including its sperm or eggs. Thus, the gene is passed on to the next generation of organisms. Once you get one male and one female transgenic animal, you can have a transgenic strain simply by breeding them to one another.

     To create a transgenic animal, you give a female animal fertility drugs which cause her to "superovulate" -- that is, make many, many eggs. You then harvest the eggs just before they burst from the surface of the ovary and place them in a dish with sperm collected from the male of the species. (By the way, this procedure is also done in humans and is called in vitro fertilization. In humans, so far anyway, the purpose is to enhance fertility, not to manipulate genes.)  The egg and sperm join and form a zygote. At this stage, the transgenes (constructed with a promoter that will turn the genes on at the appropriate time or in the appropriate cell) are microinjected into the zygotes. The zygotes are allowed to grow in the tissue culture dish to the 2-8 cell stage and are then implanted in the uterus of a pseudo-pregnant female (having the hormones of pregnancy without actually being pregnant. The investigator administers the hormones.)  When the offspring come to term, they are tested to see which of them carry the transgene by either a Southern blot or by PCR. Given all the steps in this procedure at which something could go wrong, the chances of producing a transgenic offspring are about 1 in 10 births, and much lower odds if you count every implanted embryo.

     Plants are a bit easier to work with than animals because in many species the entire plant can be regenerated in tissue culture from a single adult cell. Thus, you do not have to manipulate the plant embryo. You simply have to insert the transgene into an adult cell and then grow the cell under the correct conditions in plant tissue culture. A new plant will grow, and every cell of the new plant will contain the transgene. Plant cells can be infected with a plasmid, or virus, bearing the transgene or virus. 

     The US Department of Agriculture regulates the field trials of transgenic crops and livestock. More than 370 permits have been issued in 35 states for field tests of transgenic crop plants. These plants include:

	Plant
	Transgene

	Alfalfa
	Herbicide tolerance, virus resistance

	Apple
	Insect resistance

	Oilseed rape
	Herbicide tolerance, insect resistance, modification of seed oils

	Cantaloupe
	Virus resistance

	Corn
	Herbicide tolerance, insect resistance, virus resistance, wheat germ agglutinin

	Cotton
	Herbicide tolerance, insect resistance

	Cucumber
	Virus resistance

	Melon
	Virus resistance

	Papaya
	Virus resistance

	Potato
	Herbicide tolerance, virus resistance, insect resistance, 

starch increase, and modifications to make a variety of non-potato 

products such as chicken lysozyme.

	Rice
	Insect resistance, modified seed protein storage

	Soybean
	Herbicide resistance, modified seed protein storage

	Squash
	Virus resistance

	Strawberry
	Insect resistance

	Sunflower
	Modified see protein storage

	Tobacco
	Herbicide tolerance, insect resistance, virus resistance

	Tomato
	Virus resistance, herbicide tolerance, insect resistance, 

modified ripening, thermal hysteresis (frost resistance.)

	Walnut
	Insect resistance




From Kareiva, Nature, Vol 363, pg. 580, June 17, 1993

     While, as you can see, most of the first generation of transgenes tested so far confer resistance to viruses, insects and herbicides, the long-term hope is also to be able to engineer the plant product such that it provide more nutrition, e.g. higher levels of protein. Scientists are working to develop plants that can fix their own nitrogen, thus eliminating the need for nitrogen-based fertilizers. 

NEWS ITEMS: Dr. Rafael Palocios and his colleagues from the University of Mexico in Cuernavaca have produced a better nitrogen fixing bacterium. They started with wild-type Rhizobium and then added additional Rhizobium DNA to these cells along with an antibiotic resistance gene. They then used evolution to find the best transgenic bacteria. They gradually increased the antibiotic concentration and selected bacteria that could still survive. Then they search for improved nitrogen fixation among the survivors. They do not know which genes have provided the improved fixation, but this method can be used to other bacteria to produce nitrogen fixation in non-legume plants. (Source: Daily InScight (http://www.europe.apnet.com/inscight/) sponsored by Academic Press and Science  - research published in May issue of Nature Genetics, 1997.)  

A transgenic mouse has been created that develops sickle cell. This mouse will be useful for testing treatments and potential cures. See Transgenic Mice from the Bio111 web page for more information.

     The tobacco industry is under fire (no pun intended) and the farmers of North Carolina need to look for alternative crops. Their future may be linked to transgenic tobacco grown on pharms. It has been shown that tobacco plants can produce functional human antibodies if they are given the correct DNA. Likewise, they can produce other pharmaceutical products like growth hormone, blood clotting factors, and insulin (look over pages 324-5 for how and some examples). Instead of a few dollars per bushel, these plants may well be worth their weight in gold, if not more!

     The primary animal that has been used with transgenics has been the mouse. Researchers have been altering the genes of mice for many years and there is a large number of transgenic mice being studied (see WWW site for a small sampling). One mouse has been made to have a human immune system so we can better understand our immune system. Another mouse has been made that has twice the normal amount of skeletal muscles. This could be used to understand and perhaps treat muscle diseases like muscular dystrophy. In addition, now that we know how to make a “mighty mouse”, we could make mighty cattle and produce twice the beef. A very popular transgenic approach is called the “knockout mouse” which means that both alleles at a particular locus have been deleted. This allows us to understand the role that the encoded protein plays in a living organism by determining the phenotype of a knockout mouse. Pharmaceutical companies are making many of these mice in order to develop new therapies. In fact, Merck has hired (for $8 million) Lexicon Genetics of TX to make 150 new knockout mice. (see p320-1 and fig 17.10 for overview of the knockout technique)

     The existence of transgenic plants and animals is, of course, troubling to many. There is legitimate concern that these genetically engineered species are not tested by natural selection and, if they escape and breed with natural populations, may confer a defect to the species and threaten its extinction. It is also of legitimate concern that the bioengineered species will exert selection pressure on viruses, weeds and insects to evolve into forms that can overcome the genetic trait of the transgenic organism. As in the case of AZT, by giving one species an artificial advantage, you always change the selection pressure on competing species, thus changing the current niche and altering their evolution.

     A large and complex area of patent law has arisen along with transgenic technology. In 1988, the first transgenic mouse was patented. Of course, if companies go to all the trouble to produce a transgenic mouse strain, they want the proprietary rights to the animal. Normally, if you make a product and want exclusive rights to its sale, you get a patent. But, no one had ever tried to patent a living creature before. This raises all kinds of problems. For instance, what if I buy a transgenic mouse (or hog or goat) from someone that holds the patent. Then I want to breed this animal and produce my own line of transgenic animals. Can I do this?  Or does the original patent owner own the exclusive rights to breed?  Here's another problem. What if a transgenic organism is patented and then someone comes along and changes one base pair in the transgene and creates a second transgenic organism that makes an identical protein product?  Slightly different transgene, but identical product. Does the original patent cover this transgene?  If you are interested in biology and law, this might be the career for you, since it is a good bet that this controversy will be raging for years to come

     Possibly most troubling, however, is the capability that these transgenic organisms represent. We know from almost a century of biomedical research that our biology is not essentially different from that of other mammals. If you can bioengineer the germ-line of a mouse or a goat or a hog, you can bioengineer the germ-line of a human being. In fact, as mentioned above, we already do one of the hardest steps of this process-- harvesting eggs and fertilizing them in vitro.  The Human Genome Project coupled with transgenic technology will mean that we might be able to bioengineer virtually any genetic trait into the germ-line, as an inheritable feature. While this could be a great benefit to families with inherited genetic diseases, this technology raises unprecedented ethical questions. What will be bioengineered?  Cures for diseases?  IQ?  Skin color?  Classical beauty?  What do we mean by "normal"? What pressures will parents be under to ensure that their offspring are genetically "normal"? If you don't bioengineer your offspring, will they be able to sue you for negligence?  What will your family and community think of you if you choose to "go natural" and conceive your child the old fashioned way?  Will bioengineering coupled with genetic testing create whole new categories of discrimination?  People predisposed to cancer (would you hire them?  What about health care costs?), people predisposed to violence (would you want them teaching in our schools?), people predisposed to forgetfulness (would you want them fixing the airplanes you ride in?), etc. What if only the wealthy can afford to bioengineer their children, but everyone is genetically tested?  Right now these questions are the plots of novels but soon, who knows. (Remember the entire field of recombinant DNA manipulation didn't even exist 30 years ago.) If this area is interesting to you, you should take some of the medical ethics courses.

     As was the case with nuclear energy, the revolution in biotechnology provides immense power to those who control it. Power that can be used for the tremendous benefit of society or in the service of evil. We humans don't have the best track record in using power wisely and for the good our fellow humans. While we cannot predict what the future holds, we can predict that the biotechnological revolution will dramatically change our lives and the lives of our descendants. 

Study Questions:

1) Define what a transgenic organism is and how this differs from the way gene therapy is used to treat cystic fibrosis.

2) Give one benefit and one disadvantage inherent in creating either a transgenic animal or plant.

3) Describe the techniques used to introduce a transgene into the potential host cell, either plant or animal.

4) What is a knockout mouse?

5) What is antisense technology and how does it work?

6) Be able to cite examples of transgenic organisms and the product they are designed to produce.

7) How might gene therapy be used to generate a T cell-mediated vaccine for AIDs? 

8) In an attempt to treat people with high blood cholesterol levels, I have decided to create a transgenic cow that will produce human apolipoprotein C2 (APOC2) in her milk. APOC2 binds to cholesterol in the blood and so it might be useful as a treatment for people with high cholesterol. I would like to employ you as my biotechnology consultant so you could advise me on how to design the transgene. What advice would you give me with regards to the best promoter to use and correct targeting of the APOC2 protein? In other words, how could you get this new protein to be expressed only in the milk and nowhere else?

9) Describe how the famous sheep Dolly was cloned?

-------------------------------------------------------------------STOP-----------------------------------------------------------------------------

Study Questions for Comprehensive Aspect of the Final

1) Describe the common themes found in cellular communication (e.g. the roles of calcium, ion gradients, phosphorylation, ligand binding to receptors, etc.). You do not have to know each enzyme in every pathway that we studied though specific examples used correctly will enhance your answer. 

2) Explain the concepts of:

a) signal transduction

b) receptor-ligand interactions

c) amplification of the message 

d) second messenger 

e) turning off the signal

3) Be able to interpret a pedigree: predict the outcome of a Mendelian cross (e.g. 1:2:1); predict the probability of a certain genotype if you are given the phenotypes of the parents; know the major steps of mitosis and meiosis and how the two types of nuclear division differ, on the macro scale.

4) Understand the big picture of gene expression. Do not focus on every component (e.g. single-strand binding protein) but be able to explain the major events, especially in regards to cancer, AIDS, and transgenics.

5) Know what is consumed and produced in:

a) photosynthesis (light and dark reactions)

b) cellular respiration

c) fermentation 

d) chemiosmosis  

     Do not worry about step-by-step details, but focus on the overall process of each. This is not the same as saying to memorize the overall equation - be able to follow the energy in a general sense.

6) Be able to interpret a Southern blot or a DNA gel. You will not need to deduce a restriction map.

7) Be very familiar with the Ames test and PCR experiments that you conducted in lab. This includes the theoretical aspects as well as the logistical ones (hint: be able to name the parts on the 3D model of DNA). 

8) For example, here is a particular question that requires you to use what you have learned in different sections. In 1992, it was learned that human eggs secrete a protein that binds to a receptor located in the middle piece (see page 740, fig. 42.9) of the sperm tail. These receptors, which resemble the odor receptors in your nose, help the sperm “smell” the egg and swim towards it. Design a contraceptive that uses this aspect of a sperm’s ability to locate an egg.

-------------------------------------------------------------------Don’t STOP here… --------------------------------------------------------
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