V.  EXPERIMENTS AND RESULTS.

A. Negative Controls.

To assess any other sources of false-positives or negatives within the optimized

procedure, some preliminary control experiments were conducted.  First dendrimers, without any probe sequences, were incubated using only the second step of the 3DNA protocol.  This slide, seen in Figure 12, proves that the dendrimers alone do not contribute any appreciable signal in the absence of bound probes.

[image: image65..pict]
Figure 12.  Slide 261: Cy5 dendrimer alone on the right metagrid, Cy3 dendrimer alone on the left.

To demonstrate that the capture sequences alone were not binding to 500mers and causing  extraneous signal, oligo dT capture sequences were hybridized according to the two-step protocol.  A string of deoxythymines with the Cy3 capture sequence on the 5’ end and a string of deoxythymines with the Cy5 capture sequence on the 5’ end were hybridized to separate metagrids on a single slide.  If the oligonucleotide probe is made up of only deoxythymines, it should not bind to any target spots, the dendrimers should not be able to bind, and no fluorescence should be observed.  Each fluorophore was hybridized to a single metagrid; these results are shown in Figure 13.  
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Figure 13.  A.  Cy3 RT primer.  B.  Cy5 RT primer. 

Neither metagrid showed any appreciable signal; the larger white spots seen in Figure 13 are non-specific noise.  These results indicate that fluorescence should only result from bound probe-target complexes.

B. Documenting Cross-Talk.

False binding and cross talk between probes and genes were evaluated.  Probes for each gene were hybridized separately with Cy3 on the top metagrid and Cy5 on the bottom metagrid.  We looked for both the correct spots to fluoresce, as well as any other gene’s spots to fluoresce in both channels.  False positive signal is equivalent to non-target binding.  The scanner takes a picture of any red and green signal for each slide’s scan and stores these images in *.stc files.   Using these files to identify signal for this experiment, Table 16 shows both appropriate and false positive spots for each gene.


All genes had signal for at least the three highest spot concentrations in both channels.  Some genes, however, showed considerable cross-hybridization to non-target spots.  For example, MDH showed signal at spots for three other genes in addition to its own.  Though MHP showed no false positive Cy3 signal, six of the ten genes hybridized inappropriately to MHP spots.  Cy3 gave more false-positive signal overall than Cy5.  

However, because the Cy3 and Cy5 fluorophores were not probed together here, no ratios could be computed.  True signal is measured when ratios pass the two aforementioned filters following analysis with ScanAlyze (p. 26).  Therefore, because Table 16 results were generated from *.stc pictures and not from numerical values, they are only qualitative. 

	Slide Number
	Gene
	Cy3: Appropriate Signal
	Cy3: False

Positive 

Signal
	Cy5: Appropriate

 Signal
	Cy5: False Positive Signal

	259
	CAT
	64, 32, 16
	MHP 64

UPC 64

 MDH 64
	64, 32, 16
	None

	318
	DBR
	64, 32, 16, 8, 4
	MHP 64, 32, 16
	64, 32, 16, 8, 4, 2
	None

	218
	IDH1
	64, 32, 16
	None
	64, 32, 16, 8
	IDH2 32, 16

	258
	IDH2
	64, 32, 16, 8, 4
	MHP 64, 32, 16, 2, 1
	64, 32, 16, 8, 4, 2, 1
	None

	317
	MDH
	64, 32, 16, 4
	MHP 64, 8 

UPC 64, 16, 2 

SHY 64, 16, 

pos. control*
	64, 32, 16, 8, 4, 2
	None

	316
	MHP
	64, 32, 16, 8, 4, 2
	None
	64, 32, 16, 8, 4, 2, 1
	IDH1 64, 32

	217
	RAD
	64, 32
	None
	64, 32
	None

	315
	RIM
	64, 32, 16, 8, 4, 2
	MHP 64
	64, 32, 16, 8, 4, 2
	None

	263
	SHY
	64, 32, 16, 8, 4, 2, 1
	MHP 64, 32, 8, 4
	64, 32, 16, 8, 4
	None

	314
	UPC
	64, 32, 16, 8, 4, 2, 1, 1/2
	 None
	64, 32, 16, 8, 4, 2, 1
	None


Table 16.  Cross-hybridization between genes.  Appropriate signal columns describe spots for the gene probed for.  Numbers indicate fold-concentration.  Note: RAD was extremely faint in both channels, but particularly in Cy3. *Positive control spot is SHY printed at 250 ng/µL.  

C. Cy5 Scan Time Optimization.


Due to the inherent fluorescence energy disparity between Cy3 and Cy5 dyes, acquisition

time for Cy5 during the scanning step must be optimized to best eliminate this difference, yielding controlled ratios of 1:1.  All 10 genes in both Cy3 and Cy5 channels were hybridized to 4 identical metagrids.  Cy3 acquisition time was maintained at 0.5 seconds while Cy5 was varied across a range of acquisition times.  This experiment was replicated 3 times.  The experimental set-up is summarized in Table 17.   

	Cy5 Acquisition Time (sec)
	Slide Number
	Metagrid

	0.01, 0.5, 1.0
	134, 136, 138
	top

	1.5
	134, 136, 138
	bottom

	2.0
	135, 137, 139
	top

	2.5
	135, 137, 139
	bottom


Table 17.  Experimental set-up for Cy5 acquisition time experiment.

Ideally, we would have collected data for a 0.0 seconds time point; ratios would by definition be 0.0 because (no signal for Cy5) / (signal for Cy3 at 0.5 seconds) must equal zero.  The scanner, however, requires that acquisition times for both channels be greater than zero.  We used 0.01 seconds as a substitute because this was the smallest value the scanner could tolerate for Cy5 acquisition time.  Filtered ratios were computed as previously described (p.26), and time courses with linear regression analysis are shown in Figure 14.
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Figure 14. Cy5 acquisition time courses and linear regression analysis. All spots that passed both filters are included.  A.  First experimental replicate. B. Second experimental replicate. C.  Third experimental replicate.  D.  All three experimental replicated pooled.

Because a 0.0 second acquisition time for Cy5 must give a ratio of 0.0 in theory, the y-intercepts were constrained to 0.0 when computing linear regression in Figure 14 A-D.  Solving the linear regression equation from pooled data in Figure 14-D for a Cy5/Cy3 ratio of 1.0 gave a Cy5 scan acquisition time of 2.00361 seconds.  This result indicates that the optimal Cy5 acquisition time for all future scans is 2.0 seconds.  Interestingly, the highest ratios across the Cy5 time course correspond to IDH2 spots; similarly, certain genes have only median ratios while others have only low ratios.  The genes follow characteristic patterns of ratios as acquisition time increases for all experimental replicates.  


To determine whether or not the optimized acquisition time was applicable to all genes and concentrations, ratios were separated by gene and concentration using pooled data from the 2.0 second time point seen in Figure 14D.  Because reliable signal for all genes was only achieved at the three highest concentrations, only 1600, 800 and 400 ng/µL spots were considered (see Table 11, p. 13).  These graphs are shown in  Figure 15.


While all ratios are expected to cluster around 1, these ratio data exhibit a marked gene dependence whose profiles are consistent across concentrations.  It must be noted that the ratio values seen in Figure 15 are relative because we are imposing a 2.0 second Cy5 acquisition time.  Because we arrived at 2.0 seconds by an average of several hundred data points, this may not be the optimal scan time for all genes, and this effect is seen in Figure 15.  Nonetheless, scan time must be applied to whole microarray slides and cannot be tailored to individual genes.   
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Figure 15.  Ratio gene dependence profiles at 3 spot concentrations.  A.  1600 ng/µL.  B.  800 ng/µL.  No RAD spots passed both filters.  C.  400 ng/µL.  No RAD spots passed both filters.  


To explain this surprising result, targets producing the highest, the closest to 1.0, and the lowest ratios were selected for further investigation: IDH2, CAT, and UPC respectively.  Two new hybridization methods were tested on these genes in hopes of correcting the ratios to 1:1, and are described in Sections D and E.  Alignment algorithms were applied in an attempt to explain preferential binding at the nucleotide level (page 51).  Additional possible explanations are explored (pages 55-59). 

D.  Second Set of Capture Sequences.


The first alternative hybridization method used a second set of capture sequences in hopes of demonstrating that the ratio gene dependence was not an artifact of the capture sequences themselves.  These sequences were synthesized onto the 5’ end of the oligonucleotide probes as before, and the nucleotide sequences are shown in Table 18.  The dendrimers that bind to the new capture sequences were generously donated by Genisphere.  

	2nd Cy3 
	5'- TTC TCg TgT TCC gTT TgT ACT CTA Agg Tgg A  -3'

	2nd Cy5
	5'  ATT gCC TTg TAA gCg ATg TgA TTC TAT Tgg A  -3'


Table 18.  Second set of capture sequence nucleotides. 


Oligonucleotide probes were synthesized (Proligo, PAGE purified, 1 OD) with the second Cy3 and Cy5 capture sequences (Table 18) attached to the 5’ end of CAT, IDH2 and UPC 30mers.  Both top and bottom metagrids were hybridized identically with the new probes and corresponding dendrimers; this experiment was replicated three times.  Ratios were filtered as previously described (p. 26) and values from the three highest spot concentrations and experimental replicates are seen in Figure 16. 


In this experiment, IDH2 showed considerable variation between identically treated top and bottom metagrids that both CAT and UPC lacked.  In Figure 16 A-C and G-I, the separated pairs of ratio data points for IDH2 correspond to the top and bottom metagrids of the same experiment.  Interestingly, the higher pair of ratios is not always from the top metagrid and the lower pair is not always from the bottom metagrid.  


In the first experimental replicate (Figure 16A-C), the ratios for IDH2 increase as spot concentration decreases.  This inverse relationship was not seen in the second and third experimental replicates. The third experimental replicate (Figure 16G-I) showed ratios relatively close to 1:1 for all three genes, though this was not seen in the first two experimental replicates.

[image: image1.jpg]v




[image: image11.emf]   



[image: image64..pict]                                                   
            A.  

                                 B.  



    C.  

 [image: image12.emf] [image: image13.emf] [image: image14.emf]


D.  



  E.  



       F.

[image: image15.emf] [image: image16.emf] [image: image17.emf]

         G.



  H.



        I.

Figure 16.  Second set of capture sequences experiment: 3 replicates, 3 concentrations.  A-C: Replicate 1--1600, 800 and 400 ng/µl.  D-F: Replicate 2--1600, 800 and 400 ng/µl.  G-I: Replicate 3--1600, 800 and 400 ng/µl.  


Figure 17 shows the ratio dependence on both experimental replicate and spot concentration. 

A. [image: image18.emf]
B. [image: image19.emf]
Figure 17.  Experimental replicate and spot concentration dependence for the second set of capture sequences experiment.  A.  Mean ratios for three genes at 1600 ng/µL spot concentrations across three experimental replicates.  B.  Mean ratios for three genes from the second experimental replicate across the three highest spot concentrations.


Figure 17A demonstrates that IDH2 had marked variability in ratio values across the three identical experimental replicates, while CAT and UPC mean ratios stayed relatively constant.  Figure 17B shows relatively little fluctuation in ratio values at different spot concentrations for the three genes.  The results from the second set of capture sequences experiment are consistent with those from the first set of capture sequences experiment in that ratio values for a particular gene do not change substantially across different spot concentrations.


Figures 16 and 17 show that using a second set of capture sequences did not correct ratios to the desired 1:1.  The lowest gene, UPC, approached 1 more closely, but both CAT and IDH2 increased compared to the first set of capture sequences experiment.  With the first set of capture sequences, the average IDH2 ratio for the three experimental replicates and the three highest concentrations was 2.51; with the second set of capture sequences, this value was 3.37.  In general, using different capture sequences improved the ratio values for UPC by bringing its average closer to one, but made ratios for IDH2 worse by making its average even greater than one.    


Table 16 on p. 29 showed cross-hybridization between genes using the first set of capture sequences.  Assuming cross-hybridization is reduced or eliminated in the second capture sequences experiment may explain some observed ratio effects.  The improvement in UPC mean ratio seen with the second set of capture sequences could be caused by a lack of cross-hybridization with MDH.  Using the first set of capture sequences, MDH probe may have been contributing green signal at UPC spots, thus skewing ratios in favor of Cy3 as observed.  Similarly, we would expect a comparable increase in Cy5/Cy3 ratio for CAT because non-target binding from MDH, MHP and UPC should be likewise eliminated.  A slight increase in mean CAT ratio was observed using the second set of capture sequences.  Also, when IDH1 was removed in the second capture sequences experiment, false binding signal from this probe at IDH2 spots would be eliminated, thus reducing Cy5 signal.  This was not the observed effect; Cy5/Cy3 ratio increased rather than decreased for IDH2.  Repeating the experiment from Table 16 with the second set of capture sequences would further elucidate the validity of these connections.  

E. Directly-Coupled Dendrimers.


The second hybridization method used directly-coupled dendrimers.  In this case, the capture sequences were eliminated altogether and the dendrimers were engineered directly bound to the 30mer oligonucleotide probes.  Genisphere donated directly-coupled Cy3 and Cy5 dendrimers for CAT, IDH2 and UPC.  Similarly to the second capture sequences experiment, top and bottom metagrids were hybridized identically and this experiment was replicated three times.  These results are shown in Figure 18.  In Figure 18A, 18D and 18G, the most concentrated spots gave ratios relatively close to 1:1 for all three genes.  This trend was not well preserved in the lower spot concentrations.  At higher spot concentrations, however, overshining becomes problematic (Figure 22).  Figure 19 shows the ratio dependence on both experimental replicate and spot concentration. 


The directly coupled dendrimers experiment did not give consistent 1:1 ratios, though overall, the means observed were closer to one than ratios from the first two methods.  Figure 18 shows that CAT increased while IDH2 and UPC both more closely approached one.  This trend is also seen in Figure 19.  The change from second capture sequences to directly coupled dendrimers in mean CAT ratios was smaller than the change from first to second capture sequences for mean IDH2 ratios.  While using second capture sequences gave an IDH2 mean ratio of 3.37 and a CAT mean ratio of 1.12, directly coupled dendrimers gave an IDH2 mean ratio of 1.16 and a CAT mean ratio of 1.92, indicating a general improvement in achieving 1:1 ratios with this method (Table 19).
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Figure 18.  Directly-coupled dendrimers experiment: 3 replicates, 3 concentrations.  A-C: Replicate 1-- 1600, 800 and 400 ng/µl.  D-F: Replicate 2--1600, 800 and 400 ng/µl.  G-I: Replicate 3--1600, 800 and 400 ng/µl.  
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Figure 19.  Experimental replicate and spot concentration dependence for directly coupled dendrimer experiment.  A.  Mean ratios for three genes at 1600 ng/µL spot concentrations across three experimental replicates.  B.  Mean ratios for three genes from the second experimental replicate across the three highest spot concentrations.


While mean ratios alone indicate that directly-coupled dendrimers as a superior hybridization method to either set of capture sequences in the two-step protocol, variances must also be considered.  Table 19 shows means and variances for ratios from each hybridization method.

	First Capture Sequences
	Second Capture Sequences
	Directly-Coupled Dendrimers

	Gene
	Mean
	Variance
	Gene
	Mean
	Variance
	Gene
	Mean
	Variance

	CAT
	1.028905
	0.01584
	CAT
	1.12236
	0.023588
	CAT
	1.920667
	0.227111

	IDH2
	2.51175
	0.094864
	IDH2
	3.370215
	1.548637
	IDH2
	1.163336
	0.097984

	UPC
	0.669491
	0.002415
	UPC
	1.195215
	0.036682
	UPC
	1.093413
	0.033556


Table 19.  Means and variances for each gene from each hybridization method.

For CAT, more variation was seen in the directly coupled dendrimers experiment compared to the first and second set of capture sequences experiments.  The variance for UPC in the directly coupled dendrimer experiment was comparable to that from the second capture sequences experiment.  The variance for IDH2 in the directly coupled dendrimer experiment was comparable to that from the first capture sequences experiment.  Of the three hybridization methods, the directly coupled dendrimers protocol was the most effective hybridization method because it gave ratios closest to 1:1 for all three genes.  

F.  Probe Concentration Experiment.


3DNA manufacturers recommend using a DNA concentration of 1.0 ng/µL for the probe solution.  Probe concentration was varied across a 100-fold range to determine if this recommendation was optimal, as well as what other effects this variable may have on experimental ratios.  Only the gene SHY was probed; the experimental procedure is summarized in Table 20.

	Experiment
	Slide Number
	Top Metagrid Probe Concentration (ng/µL)
	Bottom Metagrid Probe Concentration (ng/µL)

	1
	143
	1.0
	10.0

	2
	146
	1.0
	10.0

	3
	148
	1.0
	0.1


Table 20.  Experimental set-up for probe concentration experiment.  All concentrations are for SHY probe alone.

Two slides compared 1.0 to 10.0 ng/µL, and the third slide compared 1.0 to 0.1 ng/µL.  Only SHY positive control spots were included in this analysis; therefore all spots used to calculate ratios had target concentrations of 250 ng/µL.  Ratio results are shown in Figure 20.
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Figure 20.  SHY probe concentration experiment results.  A.  Slide number 143: 1.0 v. 10.0 ng/µL.  B. Slide number 146: 1.0 v. 10.0 ng/µL. C.  Slide number 148: 1.0 v. 0.1 ng/µL.

In each experiment, the 1.0 ng/µL concentration gave the best results.  The means and standard deviations for these analyses are shown in Table 21.

	Slide Number
	Metagrid
	Concentration (ng/µL)
	Mean 

Cy5/Cy3 Ratio
	Standard 

Deviation

	143
	top
	1.0
	0.992226
	0.067444

	146
	top
	1.0
	0.915489
	0.087551

	148
	top
	1.0
	0.831568
	0.059018

	143
	bottom
	10.0
	1.299672
	0.171345

	146
	bottom
	10.0
	0.981952
	0.171425

	148
	bottom
	0.1
	0.764914
	0.111172


Table 21.  Means and standard deviations for the SHY probe concentration experiment.

Table 21 demonstrates that in each trial, the 1.0 ng/µL metagrid had a smaller standard deviation, indicating more accurate ratios.  Except for slide 146, the mean was closer to 1.0 for the 1.0 ng/µL metagrids as well.  In addition, both of the 10.0 ng/µL probe concentration experiments showed show false positive signal; SHY probe bound to 400 ng/µL IDH1 spots in both metagrids and ratios from these spots passed both filters (page 26).  Non-target binding becomes problematic at higher probe concentrations.  The lack of non-target binding at lower probe concentrations in all other experiments provides additional evidence that the 1.0 ng/µL probe concentration is optimal.

 
We examined ratios for the SHY spots that varied across the 4096-fold concentration range in each 1.0 ng/µL metagrid (Table 20).  These values showed a linear relationship between ratio and spot concentration and are shown in Figure 21.
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Figure 21.  Linear relationship between SHY spot concentration and Cy5/Cy3 ratio at 1.0 ng/µL probe concentration.  A.  Slide 143:  R2 = 0.9395.  B.  Slide 146: R2 = 0.9439.  The 1600ng/µL spots are not included in the linear regression analysis because their ratios were not within 15% of each other, though they also linearly increase.  C.  Slide 148: R2 = 0.967.

The high R2 values from linear regression analysis for each of these data sets demonstrate a highly correlated linear relationship between spot concentration and Cy5/Cy3 ratio for the SHY gene.  The 1600 ng/µL partner spots in Figure 21B were excluded from linear regression analysis because their ratio values were not within 15% of each other.  This may be due to overshining, or spots over-illuminating the area around them when spot concentration is high.  Overshining can be reduced by allowing more space between spots on microarray slides (24).  The 1600 ng/µL SHY spots show overshining on Slide 146 (Figure 21B), but not on Slides 143 (Figure 21A) and 148 (Figure 21C).  Pictures of these spots are shown in Figure 22.
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Figure 22.  Overshining for 1600 ng/µL SHY spots at a probe concentration of 1 ng/µL.  A.  Slide 143: ratios for these spots were within 15% of each other.  B.  Slide 146: the circled spots were discarded because ScanAlyze gave ratios more than 15% apart.  C.  Slide 148: ratios for these spots were within 15% of each other.  


The overshining effect seen in Figure 22 demonstrates that printing at high spot concentrations can introduce unforeseen error into ratio measurements and should be approached with  caution.

VI.  DATA ANALYSIS.


To more clearly elucidate the relationships between ratio data from the three

hybridization methods described above, we implemented a battery of tests to answer specific, statistical questions.  Our goals included: indicating which mean ratios were statistically equivalent to 1.0 and for those which were not, quantifying by how much they differed; more precisely quantifying the ratio data; measuring the variability within each gene’s set of ratios for each method; and describing the magnitude of change across both genes and hybridization methods.  The last goal involved a series of statistical comparisons which are represented in a schematic diagram seen in Figure 23.

[image: image40.wmf]
Figure 23.  Schematic representation of which sets of values will be statistically compared.  Abbreviations for hybridization methods: 1st CS = 1st set of capture sequences experiment.  2nd CS = 2nd set of capture sequences experiment.  DIRECT = directly-coupled dendrimers experiment.


Because ratio patterns were retained across spot concentrations, data points for the 1600, 800 and 400 ng/µL spot concentrations were pooled to calculate mean Cy5/Cy3 ratios.  The three experimental replicates for each hybridization method were also pooled.  P-values were calculated to determine which mean ratios were statistically different from expected 1.0 ratios.  To more precisely quantify the ratio data, 90% confidence intervals were calculated for each mean ratio. We used the F-test to compare the variances between sets of ratio data.  To describe the magnitude of change across both genes and hybridization methods, a statistical estimation of the differences between means was calculated for a 90% confidence interval.  All statistical tests were performed at a 0.10 significance level (51).


Several aspects of the experimental protocol were examined to elucidate the potential sources of ratio gene dependence.  GC content and corresponding differences in hydrogen bonding energies were re-assessed.  DNA segments upstream of the probe sequences may interact with the capture sequences, and were examined for base pair identity.  Potential sources of error in ratio measurement from the gridding software are discussed.  The primary method employed, however, was a program called Lalign (52) which examines base pair identity to explain extraneous binding, and thus skewed ratios, at the nucleotide level.  

A. P-Values.

 Each mean Cy5/Cy3 ratio was expected to be 1.0, though many appeared significantly  

greater or less than this ideal value.  P-values, given the ratios should indeed be 1.0, indicate the probability of getting a mean ratio as extreme or more extreme than the measured value.  Assuming the data being averaged follow a normal distribution, a t value is calculated which normalizes over sample size and variance.  Small P-values are interpreted as evidence against the null hypothesis (that mean ratios are equal to 1.0).  A two-sided alternative to the null hypothesis was used for analysis.  At the 0.10 significance level, any P-value less than 0.10 was sufficient to reject the null hypothesis.


The t values were calculated with the following equation:

t = 
[image: image41.wmf]
where 
[image: image42.wmf] is the sample mean, s is the standard deviation, and n is the sample size, or number of collected ratios.  When t values were calculated, most were so high they corresponded to P-values of far less than 0.0001.  All of these null hypotheses were rejected; these mean ratios were statistically different from 1.0.  The only means that correlated to measurable probabilities, and hence corresponded to ratios that were reasonably close to 1.0 are shown in Table 22.

	Method
	Gene
	Mean
	s
	Degrees of Freedom
	t
	P-value

	1st CS
	CAT
	1.028905
	0.125856
	13
	0.859348
	0.405717

	Direct
	IDH2
	1.163336
	0.313024
	27
	2.761108
	0.01023

	Direct
	UPC
	1.093413
	0.183184
	27
	2.698345
	0.011868


Table 22.  Measurable P values for genes and methods whose means were statistically close to 1.0.  

Table 22 indicates that the only null hypothesis (ratio = 1.0) not rejected at the 0.10 significance level is the CAT gene using the first set of capture sequences (1st CS).  The sample mean (1.028905) is not statistically different from 1.0.  All of the other null hypotheses were rejected because the corresponding P-values were less than 0.10; these measured means are each statistically different from an expected 1.0 Cy5/Cy3 ratio.

B. Mean Ratios: 90% Confidence Intervals.

To precisely quantify the ratio data for each gene and for each hybridization method, 

90% confidence intervals for the true mean ratios were calculated, and are shown in Figure 24.
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Figure 24. Mean values calculated from pooled ratios for the three highest spot concentrations and three experimental replicates.  Error bars indicate 90% confidence intervals.  A.  Mean ratios for each hybridization method (1st CS = first set of capture sequences; 2nd CS = second set of capture sequences; Direct = directly coupled dendrimers).  B.  Mean ratios for each gene. 

In agreement with the P-value analysis, most genes do not appear to have mean ratios of 1.0.  IDH2 appears most significantly different from 1.0 in the first and second set of capture sequences experiments.  IDH2 also has the largest error bars of the three genes for these two hybridization methods.  Conversely, UPC had the smallest error bars of any of the three genes, and was most consistently close to 1.0 across the three hybridization methods.  In achieving 1:1 ratios, Figure 24A shows that directly coupled dendrimers was the best hybridization method and Figure 24B shows that UPC was the best gene.

C.  F-test.

The F-test is a statistical measure of the relative variability between two sets of data

that assumes independent random samples from normal populations.  A useful aspect of this test is it allows the two sets of data to have different numbers of observations, or ratio data points.  For each of the three hybridization methods, variability of ratios was compared between each pair of genes using the F statistic, or the ratio of the sample variances.  The results of these analyses are shown in Tables 23-25.

	Genes Compared 
	F
	F(.90) [table]
	Statistically Greater Variability?

	IDH2/CAT
	5.989003
	>2.03?
	YES

	IDH2/UPC
	39.28173
	>1.89?
	YES

	CAT/UPC
	6.558976
	>1.94?
	YES


Table 23.   F-test results for data from the first set of capture sequences.

	Genes Compared
	F
	F(.90) [table]
	Statistically Greater Variability?

	IDH2/CAT
	65.65255
	>1.5725? 
	YES

	IDH2/UPC
	42.2174
	>1.5725? 
	YES

	UPC/CAT
	1.555107
	>1.5725? 
	NO


Table 24.  F-test results for data from the second set of capture sequences.

	Genes Compared
	F
	F(.90) [table]
	Statistically Greater Variability?

	CAT/IDH2
	2.317837
	>1.655? 
	YES

	CAT/UPC
	6.768071
	>1.655? 
	YES

	IDH2/UPC
	2.919994
	>1.655? 
	YES


Table 25.  F-test results for data from directly-coupled dendrimers.

If the F statistic is greater than the table value seen in columns two and three of Tables 23-25, then the variance of the first gene is greater than the variance of the second gene at the 0.10 significance level.  Table 23 indicates that for the first set of capture sequences, IDH2 had the greatest variability within its ratio data, followed by CAT, which had significantly more variability than UPC (IDH2 > CAT > UPC).  For the second set of capture sequences (Table 24), IDH2 had greater statistical variability than both CAT and UPC, though CAT and UPC had comparable variability to each other (IDH2 > CAT; IDH2 > UPC; CAT = UPC).  Table 25 shows that for the directly-coupled dendrimers, CAT had the greatest variability, followed by IDH2, which was greater than UPC (CAT > IDH2 > UPC).

D.  Difference between Means: 90% Confidence Intervals.

In order to quantify how ratios changed across hybridization methods and genes, a difference between means was calculated within 90% confidence intervals.  A value close to zero indicates very similar means.  A caveat of this analysis is that because the F-test indicated that most variances are not the same, this procedure is not rigorous.  We calculated differences in means regardless; we hoped to later correlate these values to non-target binding at the nucleotide level (page 51).  The results of the difference in means tests are seen in Figure 25.
A. [image: image45.emf] B. [image: image46.emf]
Figure 25.  Statistical difference in means. Error bars indicate 90% confidence intervals. A.  Each pair of genes within a hybridization method.  B.  Each pair of hybridization methods within a gene.

From Figure 24, we expected to find large differences in mean ratio values.  Figure 25 shows that few pairwise comparisons between genes and hybridization methods were close to zero; most differences in means were 0.5 or higher.  Quantifying the magnitude of change between these variables is useful because if these differences are a result of non-target binding in either fluorophore, these quantifications should correlate to base pair identity at the nucleotide level.

E. Upstream Sequences.

In theory, the 31mer capture sequence of the bound 61mer does not bind to the 500mers

printed on the slide, allowing the 3DNA dendrimers to bind to the free 31mer portion (Figure 10).  During hybridization, however, no distinction is made between the 30mer probe and the 31mer capture sequence.  If the Cy5 dendrimer capture sequences, for example, have more base pairs binding upstream of the targeted sections of the 500mers than the Cy3 capture sequences, they could bind more tightly during hybridization and be removed less easily in the washing step, resulting in higher intensity Cy5 signal and explaining the skewed ratios in Cy5’s favor.  


A Java program (Appendix C) was written to identify which nucleotides of the 31mer capture sequences are able to bind to the target when the 61mer is bound to the 500mer.  Table 26 shows these results as well as the total matches between each capture sequence and upstream target sequence.  This analysis did not yield any obvious pattern.  Because IDH2 ratios were high, we might expect to find a long string of matches for either the first or the second Cy5 capture sequence over the respective Cy3 capture sequences, but this was not the case.  The first Cy3 capture sequence had the most matches of the four.  Similarly, because UPC had a mean ratio of less than 1.0 in the first capture sequences experiment and a mean ratio close to 1.0 in the second capture sequences, this gene should have the most matches in the first Cy3 capture sequence, and equivalent matches between the second set of capture sequences.  While the first Cy3 capture sequence had the most matches, the matches for the second pair of capture sequences were not equivalent.  Upstream base pair identity did not sufficiently explain ratio trends for all three genes.

	Gene
	Capture Sequence
	Upstream Base Pair Identity
	Number of Matches

	CAT2
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	ATG GAT GGT ACG CCA ACA TTG TTT TTA AAT A

ATG GAT GGT ACG CCA ACA TTG TTT TTA AAT A

ATG GAT GGT ACG CCA ACA TTG TTT TTA AAT A
ATG GAT GGT ACG CCA ACA TTG TTT TTA AAT A
	6

8

6

10

	IDH2
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	TAT CGC ATC AGG TCC AGA AAA CAG AAC AGG T

TAT CGC ATC AGG TCC AGA AAA CAG AAC AGG T
TAT CGC ATC AGG TCC AGA AAA CAG AAC AGG T

TAT CGC ATC AGG TCC AGA AAA CAG AAC AGG T
	11

7

7

9

	MDH3
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	AAA ACT ACA ATG CAC AGA AAG GTC ACT GTT A

AAA ACT ACA ATG CAC AGA AAG GTC ACT GTT A

AAA ACT ACA ATG CAC AGA AAG GTC ACT GTT A
AAA ACT ACA ATG CAC AGA AAG GTC ACT GTT A
	4

4

6

7

	UPC2
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	GTG CCA CCC ATC TTT CGA GGA CTG AAA CTG G

GTG CCA CCC ATC TTT CGA GGA CTG AAA CTG G

GTG CCA CCC ATC TTT CGA GGA CTG AAA CTG G

GTG CCA CCC ATC TTT CGA GGA CTG AAA CTG G
	12

10

10

7

	RAD9
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	AGT AAA AAA GAA AAG TGA GAA CTA TTC ATC A

AGT AAA AAA GAA AAG TGA GAA CTA TTC ATC A

AGT AAA AAA GAA AAG TGA GAA CTA TTC ATC A
AGT AAA AAA GAA AAG TGA GAA CTA TTC ATC A
	9

6

6

9

	SHY1
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	GTG GAA GTT CTG GAA ACG AGA ACC TAC GAC T

GTG GAA GTT CTG GAA ACG AGA ACC TAC GAC T

GTG GAA GTT CTG GAA ACG AGA ACC TAC GAC T

GTG GAA GTT CTG GAA ACG AGA ACC TAC GAC T
	7

8

4

11

	IDH1
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	AGA AAA CAC GGA GGG TGA GTT CTC AGG CCT G

AGA AAA CAC GGA GGG TGA GTT CTC AGG CCT G

AGA AAA CAC GGA GGG TGA GTT CTC AGG CCT G

AGA AAA CAC GGA GGG TGA GTT CTC AGG CCT G
	12

5

9

6

	MHP1
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	TTC CAC ATC CTC TTT GGC CTC CAT GGT GTC C
TTC CAC ATC CTC TTT GGC CTC CAT GGT GTC C

TTC CAC ATC CTC TTT GGC CTC CAT GGT GTC C

TTC CAC ATC CTC TTT GGC CTC CAT GGT GTC C
	10

8

9

4

	RIM21
	1st Cy3

1st Cy5

2nd Cy3

2nd Cy5
	CTG AGG ATA GCC TCG TTG TTA GCC TCG TTG A

CTG AGG ATA GCC TCG TTG TTA GCC TCG TTG A

CTG AGG ATA GCC TCG TTG TTA GCC TCG TTG A
CTG AGG ATA GCC TCG TTG TTA GCC TCG TTG A
	8

5

10

13


Table 26.  Upstream base pair identity for each gene (Appendix C).  DBR is omitted because its 30mer target is placed near the beginning of the 500mer such that there were only 26, rather than 31 base pairs upstream.  Color Code: Red = First Cy3.  Blue = First Cy5.  Pink = Second Cy3.  Orange = Second Cy5.

F.  Lalign.

If the 61mer probes have lengths of base pair identity in non-target regions of the 

500mers, they could preferentially bind to these regions and skew the ratios in the observed patterns.  Lalign (52) is a computer program that performs local alignments, assigning an additive score for matches, mismatches, opening gaps and continuing gaps.  After downloading this program (53) and running it on default settings, we saw that the match score of 5 and mismatch score of -4 gave “diffuse” alignments, or longer strings with many mismatches and gaps.  Because the incubation temperature during hybridization should be high enough to prevent short strings of non-target base pairs from binding and fluorescing, we expected that long strings of perfect matches would skew ratios, not just a few matches interspersed in mismatches.  For this reason, we manipulated the scoring matrices for “denser” alignments, or shorter strings with higher numbers of matches.  Because PCR products were used, the 500mers as well as their reverse complements were present on the slide, and both sequences were tested.  


Alignments were performed using the first and second Cy3 and Cy5 61mers against the CAT, IDH2 and UPC 500mers and their reverse complements.  This procedure was performed using two different scoring matrices.  In the first, the score for a match was assigned a value of 2, while the penalty for a mismatch remained the default of -4.  In this case, at least two base pairs in a row must match for a penalty to be tolerated, resulting in only dense lengths of base pair matches with few mismatches or gaps.  Reported scores are additive; for example, a score of 12 can be achieved in one of several ways, such as 6 consecutive matches, or 3 matches followed by 1 mismatch followed by 5 matches (2*3 -4 +2*5).  The best ten alignments for each comparison were pooled for both the 500mer gene and its reverse complement; histograms based on score frequency are seen in Figure 26.
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Figure 26.  Lalign histograms, scoring matrix adjusted for a match score of 2.  A-B. first and second capture sequences for CAT.  C-D. first and second capture sequences for IDH2.  E-F. first and second capture sequences for UPC.


For comparison, this process was repeated using a new scoring matrix with the score of 4 for a match.  Here, fewer base pair matches in a row were required to tolerate penalties, resulting in longer, less dense alignments with more gaps and mismatches.  More bins and higher scores are observed because the match score was doubled, resulting in longer alignments.  These histograms are seen in Figure 27.
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Figure 27.  Lalign histograms, scoring matrix adjusted for a match score of 4.  A-B. First and second capture sequences for CAT.  C-D. First and second capture sequences for IDH2.  E-F. First and second capture sequences for UPC.


In Figures 26-27, higher scores mean longer strings of matches, and a greater likelihood of non-target binding.  While the alignments observed using this program showed strings of base pair binding that were previously unaccounted for, the central problem of identifying what is significant remains—how many base pairs in a row must bind away from the target site to result in significantly more detectable binding?  No clear pattern was observed from these alignments to explain all the trends in changing mean ratios across genes and hybridization methods.  For example, because IDH2 ratios were high, we would expect IDH2 to have more frequent and higher scores in either the first or second Cy5; the range of scores for this gene was not markedly different from those of the other two genes.

G. Alternative Explanations.

a. GC Content.


If one of the 500mer sequences had a higher GC content than the other genes, it might take longer to denature its PCR product, leaving less DNA able to bind on the slide.  If one of the 61mer probes had a higher GC content than the others, it would form stronger bonds to its target and less would be removed in the washing steps.  Similarly, if one of the 61mer probes had clusters of G’s or C’s that the others lacked, it could form tighter bonds and be less likely to be removed in the washing steps.  

	500mer Target
	GC (%)

	CAT
	40

	IDH2
	40.6

	UPC
	44


Table 27.  GC content for each gene’s 500mer sequence.

	61mer Probe
	1st Cy3, GC (%)
	1st Cy5, GC (%)
	Mean Cy5/Cy3 Ratio
	2nd Cy3, GC (%)
	2nd Cy5, GC (%)
	Mean Cy5/Cy3 Ratio

	CAT
	54
	49.2
	1.028905
	41
	37.7
	1.12236

	IDH2
	59
	54
	2.51175
	45.9
	42.6
	3.370215

	UPC
	60.7
	55.7
	0.669491
	47.5
	44.3
	1.195215


Table 28.  GC content for each 61mer probe combination. (Appendix A).

Table 27 shows that the three test genes’ 500mers had a GC content range of 4%.  This narrow range indicates that it is unlikely the PCR products on the slide take significantly different times to denature.  Based on experimental data, we expected higher GC contents for Cy5 capture sequences over their Cy3 counterparts when ratios are skewed toward Cy5.  Table 28 shows that the GC content of a Cy5 61mer is never higher than its Cy3 counterpart.  This argument could explain UPC’s mean ratio from the first set of capture sequences being less than one, but the converse does not apply: IDH2’s 61mer Cy5 probes do not have higher GC contents than their Cy3 counterparts, indicating that this argument fails to explain the observed skewed ratios.      

b. 500mer Hairpins.

If any of the three 500mer targets were able to fold over and bind to itself in  

hairpins, there may be less available target to bind to its corresponding probe because fewer base pairs would be exposed.  For this effect to be significant, we expected that a number of matches on the order of the oligonucleotide probe itself would be necessary; hence, we looked for 15-30 consecutive base pairs along the 500mer with this capability.  Using the probe design Java program (Appendix B), potential hairpins in the 500mers for CAT, IDH2 and UPC were measured.  None of the three 500mers had 9 consecutive base pairs that were able to form a hairpin.  These results indicate that the formation of 500mer hairpins in the three test genes is unlikely, and therefore does not significantly impact hybridization.

c. ScanAlyze.


Some of the observed ratio gene dependence may result from error generated in the gridding algorithms implemented by the ScanAlyze software.  Ideally, these analyses would be repeated with a different software package.  Without these data, we looked at *.stc files (see page 28) to see if pairs of spots whose ratios varied greatly when they were exposed to identical conditions appeared different in color.  The highest and lowest pairs of ratios for IDH2 were both at the 400 ng/µL spot concentration using the second set of capture sequences.  Pictures of these spots are seen in Figure 28.  
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Figure 28.  Comparison of spot color to ScanAlyze ratio. IDH2, 400 ng/µL spots using the second set of capture sequences.  A.  Replicate 1, top metagrid.  B.  Replicate 3, bottom metagrid.

In Figure 28A, Cy5/Cy3 ratios are 5.75 (top) and 5.86 (bottom).  In Figure 28B, Cy5/Cy3 ratios are 1.31 (top) and 1.35 (bottom).  As suspected, the spots correlating to higher Cy5/Cy3 ratios appeared more red, while the lower ratios appeared more yellow.  Thus, cursory inspection does not suggest that the variability in IDH2 ratios is an artifact of the spot-finding software, but is reflecting actual differences in hybridization.  Further analysis of error inherent in the gridding software is necessary.    


H.  FRET.


The SHY probe concentration experiment yielded a surprising linear correlation between

spot concentration and Cy5/Cy3 ratio (Figure 21).  One possible explanation for this observation is a phenomenon called Fluorescence Resonance Energy Transfer (FRET).  If the emission spectrum of Cy3 overlaps the excitation spectrum of Cy5, the green dye molecules would be excited, but they could not be detected by the scanner and the filter would block any red signal.  Because green light has a shorter wavelength than red light and the scanner looks for Cy3 first, this potential overlap would not affect Cy5 acquisition.  FRET could skew ratios in Cy5’s favor because Cy3 signal would be reduced.


FRET is possible from the Cy3 to the Cy5 dye molecules if two conditions are met (54, 55).  The first condition is the Cy3 and Cy5 molecules must be within 50 to 100 Angstroms of each other.  In the most concentrated spots, 2 x 109 molecules / 0.75 x 10-9 nL is roughly equivalent to 1.4 molecules per 1000 Å.  If we estimate each fluorescent complex is 100 Å in diameter, this leaves 900 Å of solvent surrounding each fluorescent site, a relatively spread out concentration of molecules within the spot area (54). Therefore, the Cy3 and Cy5 molecules are not likely to be close enough together to transfer energy.  


However, these calculations assume an even distribution of molecules within the spot; if for some reason the 500mer molecules are attracted to each other, then this calculation is meaningless and energy transfer is possible.  Figure 28 shows that spots are not uniformly bright, indicating that molecules are not evenly distributed within the spots; this argues that energy transfer may occur.   Furthermore, it has been shown that when a solution is dropped onto a surface such as glass, as the water evaporates, the particles from the solute will form “ring stains” rather than remain evenly distributed (56).  This fact argues that DNA is not evenly distributed within the spot on the microarray and energy transfer is able to occur.


The second condition for energy transfer is the excitation spectrum of Cy5 must overlap the emission spectrum of Cy3.  These spectra are shown in Figure 29. 
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Figure 29.  Emission spectrum for Cy3 and excitation spectrum for Cy5 (57).

As indicated in Figure 29, these spectra overlap from approximately 550-650 nm.  While energy transfer is possible between Cy3 and Cy5, it is impossible to know for sure without further control experiments.  Cy3 and Cy5 dyes are not the best fluorophores to use for microarray labeling; better dyes would not have overlapping emission and excitation spectra.[image: image62.emf]TOP  
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